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intrinsic relationships among Twitter users’ engagement behaviors. However, the correlation 
between scholarly impact indicators and Twitter engagement indicators are generally weak. 
These two types of indicators might tell different stories of the reception and dissemination of 
scientific knowledge. 
For future research, we will take into consideration the features of scholarly Twitter mentions 
(e.g., the inclusion of hashtags or mentioned users, the originality of tweet texts) as well as the 
demographics of Twitter users (e.g., number of followers, Twitter activity) to explore what 
kinds of scholarly Twitter mentions are more likely to trigger user engagement behaviors, thus 
paving the way toward a better understanding of how and why Twitter users interact with 
science. 
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Abstract
Information technology affects most aspects of human life. Social Media (MedSos) is an information technology 
product. One of the uses of social media in the academic world is Altmetrics. This indicator is used to measure the 
impact or influence of social media on indexed papers. Indonesia is one of the countries with the highest social 
media users in the world. Therefore, this study is proposed to measure the possibility of a correlation between 
comments / mentions on papers shared on social media and the number of citations obtained. In solving this 
problem, we propose a method that uses Text Mining to perform Natural Language Processing (NLP) so that 
machines can understand the meaning of human language and maximize class distance; we used the Support 
Vector Machine (SVM) algorithm method for classifying opinions in a scientific article. We found that 
publications shared on social media will have more citations. Papers that have a greater number of positive 
sentiments will have a large number of citations, whereas the number of tweets on a paper has no effect on the 
value of positive sentiments and tends to be more contradictory. 

Introduction
In its development, information technology is very influential in almost all aspects of life. One 
example of the results of information technology is social media. Social media is used by people 
who use it to meet needs, support activities, and open up opportunities to realize new hopes 
(Akram et al., 2017). The research progress creates this and is one of the developments in 
communication technology.
Currently, social media has grown rapidly along with technological advances and has 
penetrated various layers and groups of society. However, there are still few matters concerning 
social media's impact or influence on researchers' indexed papers in its development. Therefore, 
sentiment analysis is required regarding this matter based on several factors and criteria. To 
obtain data with positive or negative review comments that affect the study's h-index or number 
of citations. Although the h-index has its drawbacks, it is still used as long as there is no better 
substitute (Rochim et al., 2020).
In previous research, Xiaoli in 2020 discussed dynamics of topic inheritance research and topic 
innovation by using cross-collection topic models and measuring direct and indirect scientific 
influence through “citations” (Chen and Han, 2020). Previous research entitled “Sentiment 
Analysis using a Support Vector Machine” (Nomleni, 2015) discussed the classification of 
textual documents into several classes, such as positive and negative sentiments and the effects 
and benefits of sentiment analysis. In this study, the classification of public complaints against 
the government on social media, Facebook and Twitter, was used with Indonesian language 
data using a Support Vector Machine (SVM) run in a distributed computer using Hadoop. A
study entitled “Adapting SVM for Natural Language Learning: Case Studies Involving 
Information Extraction” (Li et al., 2008) discussed two techniques to help SVM with the NLP 
problem's two unique features: unbalanced training data and difficulty obtaining adequate 
training data. The research problem is how to measure the impact of papers in social media that
correlate with several citations. Jason in 2010 stated that Altmetrics (social media in scholars) 
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would become scientometrics 2.0 (Jason et al., 2010). Most of all database indexers, i.e., 
Scopus, IEEE Xplore used Altmetrics to figure impact profiles of authors from social media. 

Methodology 
The methodology used in the research adopts an experimental method from various 
international papers obtained from the Altmetrics website. It discusses how social media's 
positive comments come to the number of citations in indexed scientific papers made using the 
Support Vector Machine method to produce some descriptive analysis.  
This research begins with data collection totaling 50 different scientific papers from the 
Altmetrics website (accessed April 13, 2020). This study's data type is primary data as test data 
obtained from the Altmetrics website and secondary data obtained from Kaggle created by Ali 
Toosi as training data. The dataset contains 50 datasets of scientific papers, with 700 comments 
for each dataset. After all the data are collected, the data translation process into English will 
then be carried out. 

Sentiment Analysis Process 
Figure 1 illustrates stages of data or documents that enter the system, which are then carried 
out, cleaning the document to eliminate unnecessary words. After that, the parsing or 
tokenization process is carried out to divide or break the document into terms based on the stop 
word and then delete it to filter words or documents. Finally, the stemming process is carried 
out to obtain common words according to applicable standards. 
 

�
Figure 1. Flow diagram sentiment analysis process 

1) Cleansing used aims to remove unnecessary words and characters as noise reduction; 
Perform cleaning to change all capital letters and documents to lowercase and remove 
characters other than punctuation, repeating letters, and hyperlinks. Table 1 (Process no.1) 
presents samples of the cleansing process. 

Table 1. Sample of Processing. 

No. Process Sentence Results 
1. Cleansing RT @ learn_learning3: It requires 

large amounts of the image of the 
person who is the generation source 
of the video. 

It requires large amounts of the 
image of the person who is the 
generation source of the video. 

2. Parsing and 
Tokenization 

but it requires large amounts of the 
image of the person who is the 
generation source of the video. 

[but, it, requires, large, amounts, of, 
the, image, of, the, person, who, is, 
the, generation, source, of, the, 
video] 

3. Stopword [but, itrequires, large, amounts, of, 
the, image, of, the, person, who, is, 
the, generation, source, of, the, video] 

[requires, large, amounts, image, 
person, generation, source, video] 

4. Stemming [requires, large, amounts, image, 
person, generation, source, video] 

[require, large, amount, image, 
person, generate, source, video] 

 

 

 
2) Parsing and tokenization were used to divide large parts of the document into words chop 
off each word in the text and change all uppercase letters to lowercase. Table 1 (Process no.2) 
presents samples of the parsing and tokenization process that divides or breaks a large part of a 
document (sentence) into words; the process chops off each word in the text.  
 
3) Stopword Removal was used to filter words or documents identified as conjunctions, articles, 
and prepositions. Stopword Removal is the process of removing unnecessary words based on 
the stopword dictionary in English ('between,' 'yourself,' 'but,' 'again,' 'there,' and so forth). Such 
words have no meaning. Table 1 (Process no.3) presents the process of stopword removal. 
 
4) Stemming is used to find a root word in a word and remove prefixes, suffixes, and 
combinations of prefixes and suffixes (Zainuddin et al., 2014). Table 1 (Process no.4) presents 
samples of stemming that changes the processing of words into basic words by eliminating 
prefixes, insertions (infixes), suffixes, and combinations of prefixes and suffixes. 
 
5) Normalization is used to measure variable values on a broader scale and change the previous 
value to become 1. The data should be scaled before training is carried out on the data 
normalized with mean = 0 and standard deviation = 1. The normalization formula is 

1HZ�9DOXH�ൌ ሾைௗ�௨ሺ௩ሻሿ
ௌ௧ௗௗ�௩௧

��� ����

Data that have been normalized will be divided into training data and testing data using the 
cross-validation method. 
 
6) Weighting. In weighting this term, the results of the stemming process will be used in 
calculating the number of documents' Term Frequency (TF), the number of documents that 
have a term (DF), and the IDF value such as the formula (Nomleni, 2015), (Amrizal et al., 
2018). Table 2 presents a sample of the weighting process. 

Table 2. Weighting. 

Tweet Rank 
Ability 0.50 
Able 0.69 
Work 1.00 
Year 0.71 

7) TF-IDF Weighting. The method used to find a representation of the value of the data set is 
trained, and the results form a vector between a document and a word. This method combines 
a two-weight calculation concept, specifically Term Frequency (TF) and Inverse Document 
Frequency (IDF). TF determines the word-for-word weight in a document and IDF serves to 
construct contributions from words into a document. Term Frequency is the frequency of 
occurrence of words (F) in a sentence (D), and Document Frequency (DF) is the number of 
sentences in which a word (F) appears (Nomleni, 2015). This word weighting will produce a 
word weight value, which indicates the importance of each word in the document (Vijayarani 
et al., 2015). This TF-IDF weighting calculation is formulated in the following equation: 

�
idf ൌ ��� ቀ ே

ௗ
ቁ�� ����

�

ZKHUH�
N = number of document collections, and df = number of documents containing pre-determined term (f) 
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cross-validation method. 
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calculating the number of documents' Term Frequency (TF), the number of documents that 
have a term (DF), and the IDF value such as the formula (Nomleni, 2015), (Amrizal et al., 
2018). Table 2 presents a sample of the weighting process. 
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Work 1.00 
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7) TF-IDF Weighting. The method used to find a representation of the value of the data set is 
trained, and the results form a vector between a document and a word. This method combines 
a two-weight calculation concept, specifically Term Frequency (TF) and Inverse Document 
Frequency (IDF). TF determines the word-for-word weight in a document and IDF serves to 
construct contributions from words into a document. Term Frequency is the frequency of 
occurrence of words (F) in a sentence (D), and Document Frequency (DF) is the number of 
sentences in which a word (F) appears (Nomleni, 2015). This word weighting will produce a 
word weight value, which indicates the importance of each word in the document (Vijayarani 
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ௗܹ௧  = weight term (t) against the document, (d)  ݐ݂݀ݐ�= number of occurrences of term (t) in the 

document (d), and ݂݅݀ = inversed document frequency (log/(N/df)). 

 
Support Vector Machine Algorithm (SVM) 
SVM is used as a classification algorithm to find the best hyperplane by maximizing the 
distance between classes. Classification is done to find a hyperplane or the boundary line 
(Decision Boundary), which separates a class from another class. 

 
Figure 2. When the wrong hyperplane is positive (+1) and negative (-1).  

Figure 2 shows a solid line that is the best hyperplane found by the SVM algorithm, located 
right in the middle of the second class. The distance between the hyperplane and the data object 
is different from the near (outermost) class, given an asterisk or star and the data object. The 
outermost closest to the hyperplane is called the Support Vector (Marafino et al., 2014).  

Precision, Recall, and F-Measure 
After the SVM classification process is complete, testing of the classification is carried out to 
measure the performance value of the system that has been created. The formulas used for 
Precision, Recall, Accuracy, and F-Measure are as follows: 
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்ାி

�ǡ�� ���� ������ ൌ � ்
்ାிே

��� ����

Accuracy ൌ�
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ܶܲ  ܶܰ  ܲܨ  ܰܨ
ǡ ����� ���� 	 െ ������� ൌ �ʹ כ ௦כ
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Ǥ�� ����

Precision is the ratio of true positive predictions compared to total positive predicted results 
(Irawan et al., 2018), Recall is the ratio of true positive predictions to total true positive data 
�)ODFK�et al., 2015�. Accuracy is the number of correctly predicted documents divided by the 
total number of documents, and F-Measure is a weighted average comparison of precision and 
recall (Lipton et al., 2014).  

 

 

Results and Discussion 
From the results of the research that has been conducted, the results obtained from the 
experiment are Precision, Recall, F-Measure, Accurate, the number of citations, and positive 
and negative sentiments from each paper. 
 Table 2 presents the confusion matrix and results of SVM. This method is used to avoid a 
perfect score but fails to predict anything in the not-yet-visible data (overfitting).  

Table 2. Confusion matrix and results of SVM. 

Actual Data 
Predict Data 

Precision Recall F-Measure Accuracy 
Positive Negative 

Positive 19 6 0.76 1 0.86 
0.96 

Negative 0 115 0.95 1 0.97 
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Test Results 
The measurement results for each paper obtained by the average Precision, Recall, and F-
Measure using the SVM classification are presented in Table 3. 

Table 3. Sentiment analysis results. 

Paper id Precision Recall F-Measure Accuracy Number of 
citations P% N% 

1 0.91 0.96 0.93 0.94 881 70.1 29.9 
2 0.99 0.94 0.96 0.99 1875 91.6 8.4 
3 0.99 0.94 0.96 0.99 354 85.3 14.7 
4 0.99 0.87 0.92 0.99 1155 93.8 6.2 
5 0.98 0.95 0.96 0.97 3190 78.7 21.3 
6 0.99 0.93 0.95 0.99 641 77.1 22.9 
7 0.97 0.94 0.95 0.97 799 51.7 48.3 
8 0.99 0.93 0.95 0.99 589 90.3 9.3 
9 0.97 0.66 0.74 0.95 1502 91.3 8.7 

10 0.98 0.83 0.89 0.97 408 86.5 13.5 
11 0.96 0.85 0.89 0.94 2721 79.8 20.2 
12 0.97 0.80 0.86 0.94 2981 89.1 10.9 
13 0.94 0.82 0.86 0.91 3041 76.4 23.6 
14 0.93 0.66 0.71 0.87 415 78.4 21.6 
15 0.94 0.82 0.86 0.91 701 76.4 23.6 
16 0.91 0.75 0.78 0.85 454 76.3 23.7 
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The measurement results for each paper obtained by the average Precision, Recall, and F-
Measure using the SVM classification are presented in Table 3. 

Table 3. Sentiment analysis results. 

Paper id Precision Recall F-Measure Accuracy Number of 
citations P% N% 

1 0.91 0.96 0.93 0.94 881 70.1 29.9 
2 0.99 0.94 0.96 0.99 1875 91.6 8.4 
3 0.99 0.94 0.96 0.99 354 85.3 14.7 
4 0.99 0.87 0.92 0.99 1155 93.8 6.2 
5 0.98 0.95 0.96 0.97 3190 78.7 21.3 
6 0.99 0.93 0.95 0.99 641 77.1 22.9 
7 0.97 0.94 0.95 0.97 799 51.7 48.3 
8 0.99 0.93 0.95 0.99 589 90.3 9.3 
9 0.97 0.66 0.74 0.95 1502 91.3 8.7 

10 0.98 0.83 0.89 0.97 408 86.5 13.5 
11 0.96 0.85 0.89 0.94 2721 79.8 20.2 
12 0.97 0.80 0.86 0.94 2981 89.1 10.9 
13 0.94 0.82 0.86 0.91 3041 76.4 23.6 
14 0.93 0.66 0.71 0.87 415 78.4 21.6 
15 0.94 0.82 0.86 0.91 701 76.4 23.6 
16 0.91 0.75 0.78 0.85 454 76.3 23.7 
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Paper id Precision Recall F-Measure Accuracy Number of 
citations P% N% 

17 0.90 0.62 0.65 0.82 265 73.9 26.1 
18 0.98 0.85 0.90 0.97 4709 90.2 9.8 
19 0.98 0.94 0.96 0.98 30 86.2 13.8 
20 0.95 0.95 0.95 0.97 1316 78.7 21.3 
21 0.97 0.81 0.87 0.94 312 87.2 12.8 
22 0.89 0.75 0.77 0.82 485 72.9 27.1 
23 0.96 0.86 0.90 0.94 510 79.8 20.2 
24 1.00 1.00 1.00 1.00 282 53.1 46.9 
25 0.955 0.78 0.83 0.92 403 75.6 26.4 
26 0.955 0.725 0.78 0.91 287 80.3 19.7 
27 1.00 1.00 1.00 1.00 197 90.9 9.1 
28 0.48 0.50 0.49 0.97 516 88.7 11.3 
29 0.97 0.85 0.90 0.96 1145 82.5 17.5 
30 0.98 0.85 0.90 0.97 312 89.8 10.2 
31 0.48 0.50 0.49 0.97 730 95.2 4.8 
32 0.98 0.80 0.86 0.97 954 91.4 8.6 
33 0.48 0.50 0.49 0.97 151 96.8 3.2 
34 0.92 0.66 0.71 0.86 1242 76.8 23.2 
35 0.95 0.94 0.95 0.95 510 68.4 31.6 
36 0.87 0.86 0.86 0.89 1588 75.0 25.0 
37 0.99 0.87 0.92 0.98 906 91.5 8.5 
38 0.98 0.81 0.87 0.96 677 88.1 11.9 
39 0.96 0.89 0.92 0.94 729 66.6 33.4 
40 0.98 0.91 0.94 0.97 21 71.7 28.3 
41 0.95 0.87 0.90 0.92 88 64.6 35.4 
42 0.97 0.83 0.88 0.95 228 83.1 16.9 
43 1.00 1.00 1.00 1.00 235 91.6 8.4 
44 0.91 0.89 0.89 0.89 32 63.8 36.2 
45 0.89 0.61 0.62 0.79 608 82.8 17.2 
46 0.93 0.70 0.75 0.88 757 74.4 25.6 
47 0.98 0.75 0.82 0.97 187 89.6 10.4 
48 0.90 0.82 0.85 0.93 409 82.4 17.6 
49 0.93 0.65 0.69 0.87 1708 88.9 11.1 
50 0.97 0.75 0.82 0.96 440 90.2 9.8 

Score 0.93 0.82 0.85 0.94 893.52 81.1 18.9 
 
Figure 3 illustrates the comparison of the correlation between the total number of tweets and 
positive sentiment. In measuring validity between citations data and positive data, we used 
Spearman's Rank-Order Correlation method. We found that the citations index has a reasonably 
low correlation. The correlation between citations and positive sentiment is 0.085. Even though 
this number is very small, it indicates that positive sentiment influences citations. It can be 
concluded that the higher the positive sentiment, the larger the number of citations. Figure 4 
presents a graph between the number of tweets and the sentiment in the opposite direction. 
Furthermore, using Spearman's Rank-Order Correlation test between the number of tweets and 
the positive sentiment gave a negative value of í0.183. However, it can be concluded that it 
does not affect the sentiment score.  

 

 

 

 
Figure 3. Distribution of the correlation between positive sentiment and number of citations. 

 
Figure 4. Distribution of the correlation between total tweets and positive sentiment. 

Conclusion 
We have found that there are correlations among the number of citations of papers obtained, 
the number of tweets of papers, and number of positive sentiments on papers. We have found 
that there is a correlation of 0.08 between the number of citations obtained and the number of 
positive sentiments on a paper. The correlation test between the number of tweets and the 
number of positive sentiments is í0.183. We can conclude that the number of positive 
sentiments obtained by the paper will affect the number of citations it gets. The number of 
tweets obtained by papers on social media has no impact on the number of citations they obtain.  
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However, this influence is not so significant that it needs to be investigated more. It indicates 
that the papers that have more several positive sentiments have a larger number of citations. 
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Abstract 
This paper analyses the relationship between academic mobility and the structure of uniYHUVLWLHV¶� thematic 
portfolios. To do this, we examined millions of authorships on a global scale through the study of authors¶ 
affiliation trajectories across institutions and scientific topics. Specifically, we analyzed all articles and reviews 
available in the Dimensions database and used a publications-based classification of 4,064 scientific topics to map 
the publishing activity of 4,078,913 disambiguated authors. Examining a sample of 1,189 Leiden Ranking 
universities over the recent period of 2015-2020, we show that after researchers move to a new institution, they 
tend to publish on similar research topics to those of their peers already at the same institution. This result suggests 
that mobile UHVHDUFKHUV¶ choices of institution may be driven either by potential thematic affinity (homophily) or 
by the adoption of the topics already developed at the new institutions (adaptation). Areas of future development 
are also suggested. 

Introduction 
Mobile researchers play an important role in the process of discovery. They drive knowledge 
exchanges (OECD, 2010) that are vital for WKH� WUDQVIHU�RI� ³WDFLW� NQRZOHGJH´��ZKLFK�FDQQRW�
always be transmitted through formal communication channels (Gertler, 2003). When 
researchers move, they bring with them different perspectives and ideas. These perspectives are 
considered to be important for knowledge recombination (Ganguli, 2015; Stephan & Levin, 
2001), which leads to new opportunities for scientific innovation (Franzoni, Scellato & Stephan, 
2018). It is therefore important to gain a better understanding of the skills and expertise that 
mobile researchers bring to host institutions, as well as how this can influence their own and 
their institutions¶�DELOLW\ to explore and develop uncharted scientific areas.  
Despite the importance of mobility flows to scientific innovation, much of how institutions 
attract new scholars, and how prospective newcomers compare to the native faculty in terms of 
the topics in which they publish remains unclear. This paper attempts to address this challenge 
by comparing the topics of publications by mobile researchers to the knowledge base of 
receiving institutions based on the topics of native researchers. The question we address is how 
do the research areas of newcomers (researchers moving to a new university) and native 
researchers (researchers who begin their publishing careers at a university) differ within and 
across universities? 

Database and methods 
We use the Centre for Science and Technology Studies (CWTS) in-house version of the 
Dimensions database. This database contains publication data spanning several decades. This 
analysis focuses on the universities featured in the most recent release of the Leiden Ranking 
(https://www.leidenranking.com/). This approach allows us to track mobility between a 
KRPRJHQHRXV�VHW�RI�LQVWLWXWLRQV��0DFKiþHN et al, 2020). While we present the analysis of the 
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