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Abstract— Researches on multi label classification methods
generally use training data that already have multi label output as
ground truth, but there are real-world problems where it is
required to produce multi label prediction output but the available
training data only have single label as ground truth. This study
compared thqferformance of various multi label classification
methods i.e. Ranking Support Vector Mach innRank-SVM),
Backpropagation for Multi Learning (BP-MLL), Multi Label K-
Nearest Neighbor (ML-KNN), and Multi Label Radial Basis
Function (ML-RBF) that were trained using multi label training
data as intended and which were trained using single label training
data. The dataset used in this research is an example of real-world
problem, namely the personality-aptitude psychological test
results is used to predict suitable majors in vocational high school.
The results showed that hamming loss between the two was not far
adrift so that it can be concluded that in certain problems, multi
label classification methods can train single label and still produce
multi label predictions with fairly good accuracy.

Keywords—multi label classification; training multi label using
single label; field majoring problem

I. INTRODUCTION

In machine learning, multi label classification tasks are
ubiquitous in real life problem. For example, in text
categorization, a text article or news may have various topics
simultaneously [1], [2]; in scene classification, an image may
have many objects in it [3], [4]; in medical field, a set of
symptoms can be associated with many diseases [5], [6]. In all
of those cases, the multi label ground truth can be obtained
casily. Nevertheless, there are unique cases where the ground
truth is difficult to obtain, and sometimes only one label may be
obtained, e.g. in field majoring problem i.e. finding someone’s
suitable work or study field. A person may be suitable for more
than one field, hence the multi label classification method is
needed. However in real world practice, majority of individuals
only try one field in a lifetime and can only assess whether he or
she is suitable for that field, hence only one label can be
obtained.

Multi label classification is tantamount to multi class
classification. Multi class classification categorizing instances
into precisely one of more than or equal to two classes, gives the
assumption that each instance is allocated to one and only one

label, for instance an animal can be either a cat or a dog but not
both at the same time. In the multi-label classification there is no
limit on number of the classes the instance can be allocated to
[7]. Several traditional multi class classification algorithms have
been adapted to tackle multi lal classification problem by
implementing the characteristic of multi label leaming, that is
the labels relevant to the instance in question is supposed to
ranked higher than labels that is not relevant to that same
instance [8].

This paper presents comparative experimental studfEbf four
cutting-edge multi label classification methods i.e. (1) Ranking
Support Vector Machine (RanZ§ VM), (2) Backpropagation for
Multi Learning (BP-MLL), (3) Multi Label K-Nearest Neighbor
(ML-KNN), and (4) Multi Label Radial Basis Function (ML-
RBF). Each of those algorithms were derived from another
algorithms that were originally used to solve multi class
classification, which naturally are expected to perform better at
multi label classification using single label ground truth training
data than other algorithms.

Rank-SVM [9] is extended from basic Support Vector
Machine by adapting maximum margin strategy to minimize
ranking loss. It transforms the ranking problem into pairwise
classification problem.

BP-MLL [8] is adapted from the popular Backpropagation
(Basic-BP) multi-layer feed-forward neural network algorithm
by introducing improved error function that considers multi
label learning characteristics into account. There are also some
revisions from Basic-BP's learning algorithm to minimize the
new error function.

ML-KNN [10] is the first multi-label lazy learning algorithm
that is adapted from traditional K-Nearest Neighbor algorithm.
Lazy learning is a learning method where generalization of the
training data will only begin when a query is inserted into the
system [11]. It is originally motivated to solve problem like
"people who viewed/purchased/listened to this item also like ...".

ML-RBF [12] is adapted from the popular RadiZ)Basis
Function neural network. ML-RBF consist of two layer, the first
layer of ML-RBF is established by conducting clustering

spection on instances of every possible class, and then the
second layer weights are learned by reducing a sum-of-squares




error function. By using this architecture, each output neuron is
linked with all basis function of training vectors in all possible
labels.

The mentioned methods have been applied in most of
benchmark datasets in multi label learning such as YEAST
dataset [9] that classify gene annotations [13], [14], [15],
EMOTIONS dataset [16] that classify music into the feel
emotions [17], [18], SCENE dataset [19] that contain images
with multi scenes [18], REUTERS dataset [20] that classify
news articles into topics [8], [21], and MEDIAMILL dataset
[22] that contain video clips with multi scenes [17], [23]. In all
of those datasets, the multi label ground truth is available. In our
dataset on field majoring problem, only 1 label ground truth is
available. This condition is still applicable in multi label
classification methods, as in [8] stated that every sample needs
to have at least one label and no sample may have all labels.

Our work sheds some light on wether if multi label
classification methods trained with single label ground truth
performs almost as good as which trained with multi label
ground truth, and which methods gave best performance. This is
achieved by training the mentioned methods using multi label
training data as common architecture in multi label learning and
using single label training data, using real-world problem dataset
namely the personality-aptitude psychological test results used
to predict suitable majors in vocational high school. Our
contributions are as follows.

e  We demonstrate that multi label classification methods
trained using single label ground truth are able to predict
multi label output with good performance.

e We demonstrate the methods performance slope on five
different evaluation criterion of each methods when
trained using single label and multi label ground truth.

e We demonstrate which methods performs superior
when trained using single label ground truths, and which
when trained using multi label ground truths, which is
surprisingly result in two different methods.

The rest of this paper is organized as follows. Section 11
presents background knowledge and definition of multi label
classification, such as illustrations of the methods used i this
experiments. Section TIT presents all the details of the
experimental configuration, such as dataset detail, parameter
settings, and evaluation methodology used in this paper. Section
IV presents experimental results and their discussion. Finally,
section V concludes and gives direction for future research.

II. MULTI LABEL CLASSIFICATION

Let X is a d-dimentional input instance space of categorical
or numeric features, and Y = {yy, ¥5, ..., ¥, }is label space where
¢ 1s a finite possible class labels and ¢ > 1. The goal of multi
label classification methods is to output a multi label classifier
h:X — 2% from given training set D = {(x;,¥})[1 < i < m).
For each training instance, x; € X and ¥; € y. For new unseen
instance, the multi label classifier h(.) predicts h(x) €y,
giving a set of relevant labels for x. A perfect system will deliver
output ¥; > ¥, where ¥; is set of label belongs to instance x; and
¥, is the complementary set of ¥; [24].

Rank-SVM [9] defines a set of ¢ linear classifiers {h;(x) =
{wp,x)+ by = \n.x + bj|1 < j < g}, each with weight vector
w; and bias b;. They are adjusted to reduce the ranking loss
utilizing quadratic programming and kernel to oversee non-
linearity. The leaming multi-label margin on the entire training
set (1) [9] marks its capacity to correctly rank each label pair that
Ebelonging and not belonging to each training instance (x;, ¥;)
in the traming set D. The margins for these pair of labels
belonging and not belonging corresponds to the hyperplane
<Wj - Wk,)({> + bj - bk,

{w}-—wk,ﬁq )+b}-—bk
flw j=well

(1
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In BP-MLL [8], the network is trained with gradient descent
and backpropagation global error improved from simple sum-
of-squares that occupy the characteristics of multi label learning
(2) [8], where CJ-I is the output of one label belonging to instance
i and ¢} is the output of one label not belonging to instance i.
BP-MLL architecture is consist of thred@yers: an input layer, a
hidden layer, and an output layer. The input layer consists of d
units corresponding each one to instance’s feature vector. The
output layer has g units corresponding each one to possible
label/class.

= 21% Zu,k)ey,xy‘, exp (— (C; ) (2)

ML-KNN [10] consist of two stage procedures. First, it
determines N = {(x;, ¥;)|1 < i <k} as the set of k nearest
neighbours and obtains a membership counting vector ¢ =
(c;, ...,cq)|cj = Z(x,,r,jew[[}'j € Y;]] that stores the number of
examples in the neighbourhood in each label, then it identifies
labels of the unseen instance using MAP principle based on the
prior and posterior probabilities (3) [10].

y =t F Py =1)POs =D 2Py =0P0 =0) 3
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ML-RBF [12] comprises of two layers of neurons. The first
layer is consists of hidden neurons which is a basis function.
Every each one of them represent a features vector and every
each one of the output neuron represent a possible class. It is
trained in two phase. To begin with, basis functions are leamt by
applying k-means clustering on instances of every possible
class, resulting in replacing the features vectors of first-layer
basis functions with centroids of the clustered groups. Next, the
second layer’s weights are updated using new minimized sum-
of-squares error function (4) [12].

E = S5P Sl - th? @)




[II. EXPERIMENTAL SETUP

A. Dataset

The dataset used in this study is the Personality-Aptitude
Psychological Test of Semarang, Indonesia Public Vocational
High School Dataset available at
www.psikologiporos. com/dataset on ficld majoring
problem. This dataset consist of 2387 data of vocational high
school student’s personality aptitude psychological test result
and his/her cuwrent major. The personality aptitude
psychological test result consists of 30 feature vectors which is
used as inputs in this experiments. There are 19 possible major
in this dataset that is used as outputs label/class in this
experiments.

All students in this dataset had assess that him/herself is
suitable in his/her current major and received above average
grade in their semesterly report card. This current major is used
as the single label ground truth trained in this experiments. This
dataset also contains prediction of suitable majors from an expert
i.e. pyschologist comprehensive analysis. Expert’s prediction
always containing the real major as well. This expert’s
prediction is used as the multi label ground truth trained in this
experiments. Each methods is trained with single label and multi
label ground truth, but all methods is evaluated using multi label
ground truth.

B. Parameters Settings

Rank-SVM is trained using 8 degree polynomial kernels
which cede the best performance in [9]. As recomended in [8],
BP-MLL is trained with hidden neurons equal to 20% of the
input neurons, 100 epochs, and 005 learning rate. As
recomended in [10], ML-KNN is trained with 10 nearest
neighbors and smoothing factor equal to 1 which yields the
Laplace smoothing. As recomended in [12], ML-RBF is trained
with parameters of scaling factor equal to 1 and number of
centroids of the i-th class is set to be 0.01.

C. Evaluation Methodology

The dataset is split into a training and testing set using 5-Fold
Cross Validation. The following popular multi label evaluation
criterion used in [8], [12], [25] are utilized:

(1) Hamming loss (5) [8] rates the occurences of misclassifed
labels, i.e. 14661 that is relevant is not predicted or label that is
not relevant is predicted. The method’s performance is flawless
when hamming loss is equal to 0. The method’s performance is
considered to be more superior when the value of hamming loss
is lower.

1

hloss(f) = 3 SE 51 f)v] (5)

A stands for the number of misclassified labels and Q stands for
the number of possible label/class. p denotes number of training
data.

(2) One-error (6) [8] rates the occurences of the predicted label
t is first in rank is in fact not a relevant label. The method’s
performance is flawless when one-error is equal to 0. The

method’s performance is considered to be more superior when
the value of one-error is lower.

one—error(f) = 1Zf=1 |”arg max f(x;,y)] -3 Y;H (6)
P yEY

(3) Coverage (7) [ 8] rates how far (how many iteration) we need
to check the list of predicted labels to find all the actual relevant
labels. The method’s performance is considered to be more
superior when the value of coverage is lower.

coverage(f) = i):fﬂ;neaé ranks(xpy) =1 (7)

(4) Ranking loss (8), (9) [8] rates the occurences of label pairs
where their order are reversed, i.e. label that is not relevant is
[hked higher than label that is relevant . The method’s
performance is flawless when ranking loss is equal to 0. The
method’s performance is considered to be more superior when
the value of ranking loss is lower.

rloss(f) = %Ep od (3)

=gl

|D;| = {(}'1:}’2)”(’5{,}'1) = f(xi)'z)- (rnyz) € i XYV} 9

| ¥; | denotes number of relevant label in instance i and | ¥, |
denotes number of label that are not relevant.

3) Average precission (10), (11) [8] rates the occurences of
evant labels ranked above other relevant labels. The method’s
performance is flawless when average precission is equal to 1.
The method’s performance is considered to be more superior
when the value of average precission is higher.

— lyp 1 1L4]
avgprec(f) = L Xiis Syenirm oy (10

Ly = {y'|ranks(x;,y') S rankg(x,y), y' €Y, (11)

IV. RESULT AND DISCUSSION

Table I presents result of algorithms trained using multi label
ground truth on different evaluation criterions, where the best
result of each criterion is presented in bold. ML-RBF achieves
the best result in all evaluation criterion. This result is no surprise
as ML-RBF achieved superior performance in most of
benchmark database such as YEAST [9], NATURAL SCENE [10],
and YAHOO [26] dataset in [12].

Table II presents result of algorithms trained using single
label ground truth on different evaluation criterions, where the
best result of each criterion is presented in bold. BP-MLL
achieves the best result in almost all evaluation criterion, in
exception of hamming loss where ML-RBF dominates the rest
of the algorithms.




TABLE L.

RESULT USING MULTI LABEL GROUND TRUTH

RBF shows superior performance than other methods. When
trained using single label ground truth, BP-MLL shows superior
performance than other methods. When compared, trainings
using multi label ground truth always have better result as
expected. However, hamming loss between the two is fairly
small so it is concluded that multi label learning algorithms that
trained using single label ground truth can perform almost as
good as those trained using multi label ground truth.
Unfortunately, performances slope in ranking based metrics is
fairly big. Improvement from existing multi label classification
methods to overcome this challenge is beneficial in future study.

Evaluation Algorithm

Criterion Rank-SVM | BP-MLL ML-KENN | ML-RBF
Hamming loss 02743 01712 0,1963 0,1281
One-error 04186 0.0721 01857 0,0591
Coverage 99169 7,0391 8.6537 6,9977
Ranking loss 02296 0,0840 0,1551 0,0771
Average 06333 0.8537 07513 0,8683
precission

TABLE 1I. RESULT USING SINGLE LABEL GROUND TRUTH

Evaluation Algorithm

Criterion Rank-SVM | BP-MLL | ML-KNN | ML-RBF
Hamming loss 02875 03160 02628 0,2626
One-error 0,7331 0,4860 06276 0,5281
Coverage 13,6250 11,8366 14,1395 12,1196
Ranking Loss 03949 0,2795 04076 03124
Average 04121 0,5522 04327 0,5134
precission

While hamming loss is an instance based metrics, other
evaluation criterion used are ranking based metrics. On that
account, BP-MLL is prefered when output’s rankings are
mattered, while ML-RBF will achieve better result when
output’s rankings are overlooked. In this problem/dataset i.e.
finding suitable major, rankings are mattered, seeing that in real-
world there is a such things as “the most suitable major” and
“less suitable major™. Therefore, it is concluded that BP-MLL
achieved best performance.

Fig.1 illustrates performance differences of algorithms
trained using single label ground truth and multi label ground
truth on different evaluation criterions. Each curves correspond
to different algorithm, and the slope on each curves indicates
how big is the performance difference between single label
ground truth and multi label ground truth training.

Fig.1 shows that trainings using multi label ground truth
always have better result as expected. However, in hamming
loss, the average slope is at 9% which is fairly small. It is
concluded that if output’s rankings are overlooked, multi label
learning algorithms that trained using single label ground truth
can perform almost as good as those trained using multi label
ground truth. In one-error, coverage, ranking loss, and average
precission, the average slope is at 41%, 25%, 21%, and 30%
respectively which is fairly big. It is concluded that if output’s
rankings are considered, other specific algorithm is needed.

V. CONCLUSION AND FUTURE WORK

Four cutting-edge multi label classification methods ie.
Rank-SVM, BP-MLL, ML-KNN, ML-RBF were trained using
multi label ground truth as intended and using single label
ground truth. When trained using multi label ground truth, ML-
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