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1)  What is the motivation of this work and how it 

derives the research objectives? 

Comparison of the effectiveness of each method was 

observed by repeating the same procedure in the 

same case. The statistics of mean and variance were 

used to made the conclusion about the most effective 

one. This is the main motivation of the research 

objectives undertaken. In many previous studies, the 

gradient-based optimization methods have been 

applied to neural networks with the type of FFNN. In 

this research, the Cascade Forward Neural Network 

(CFNN) architecture was chosen. The existence of a 

direct relationship between input and output, in 

addition to the indirect relationship through the 

hidden layer, becomes the basis for the selection of 

this architecture. 

2 

2)  Literature critique is not convincing for need of this 

work. Gaps or grey areas present in the articles from 

where the need of work arises are not critiqued 

In this research, the number of hidden unit used is 

varies from 1 to 10 and each experiment resulting a 

vary optimal number. It appropriate with Zhang [31] 

that use the number of hidden nodes varies from 2 to 

14 with an increment of 2. The simulation also given 

the erratic result. Therefore, Zhang [31] stated that 

the number of input nodes or the lagged observations 

used in the neural networks is often a more important 

factor than the number of hidden nodes. Related to 

the input, Zhang and Qi [6] stated that neural network 

has a limited capacity to deal with seasonality in time 

series, its clearly indicate that neural network are not 

8-9 

3)  Compare your solution to literature for pros and cons. 

Focus on new knowledge creation and research 

contribution in results discussions. Author should add 

a section of difference from prior work after results 

discussion for justification of novelty and 

significance of this work 



able to model seasonality directly. Neural network 

with both detrending and deseasonalize are able to 

significantly outperform seasonal models in out-of-

sample forecasting. Optimization method used in the 

experiment was Levenberg Marquardt. In this 

research, we have not done decomposition of data 

based on its components, either trend or seasonality, 

but the resulting prediction of CFNN, the other class 

of neural network, has been good enough. It is also 

interesting to do comparative studies with the 

separation of its components first. Correspondingly, 

Curry [12] as the advanced of Zhang and Qi [6], 

stated that the longer our time series becomes, the 

more we move to the limits of the ‘universal 

approximation’ property. Multiplicative models 

combining a time trend and a set of seasonal 

dummies can be regarded as linear combinations of 

sinusoidal functions with typical terms t cos(t) and t 

sin(t), but it still need some theoretical foundation to 

be established, with a view to supporting empirical 

studies. As in Zhang and Qi [6], the optimization 

method used in this research was Levenberg 

Marquardt, the default of the routine MATLAB 

toolbox. Curry [12] needs 120 hidden units of FFNN 

for getting better result, but in the case the network 

still struggles after a certain point. The interesting 

result of Curry [12] is that the errors enter towards 

the end of the series rather than at the beginning. It 

similar with the result of this research, although with 

smaller architecture. We can state that generally, 

there is no guarantee that the bigger architecture 

gives the better result. However, the comparison 



between FFNN and CFNN still cannot be concluded 

and requires a more in-depth study. 

In Hedayat [17], the gradient descent method with 

momentum weight/bias learning rule has been used to 

train CFNN. The determination of minimum number 

of necessary hidden units is completely practical. 

Presently, the best method is making an educated 

guess. Main criteria selected to adjust the optimal 

architecture and the training set parameters are the 

necessary epochs which are needed to reach a 

desirable mean squared error for learning process, 

and also average and maximum relative errors for 

testing data gained after stopping criteria are reached. 

The simulation studied show that network training 

with a larger number of hidden units takes more time. 

Training and testing by a wide variety of learning 

rates of the gradient descent method to qualify the 

parameters of the considered CFNN is needed. In 

Narad [18], the Levenberg Marquardt has been used 

for optimizing CFNN but applied in other field and 

type of data. Similar with this research, fast 

convergence with a few epochs and time were needed 

for getting the optimal weights. 
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