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Abstract

Soft computing is widely used as it enables forecasting with fast learning capacity and adaptability. and can process data
despite uncertainties and complex nonlinear relationships. Solt computing can model nonlinear relationships with better accuracy
than traditional statistical and econometric models, and does not make much assumptions regarding the data set. In addition, soft
computing can be used on nonlinear and nonstationary time series data when the use of conventional methaods is not possible. In
this paper, we compare estimates of the nonstationary USD/IDR exchange rates obtained by three soft computing methods: fuzzy
time series (FTS), the artificial neural retwork { ANN), and the adaptive-network-based fuzzy inference system (ANFIS). The
performances of these methods are compared by examining the forecast errors of the estimates against the real values. Compared
o ANN and FTS, ANFIS produced better results by making predictions with the smallest root mean square error

Keywords: nonstationary, time series, forecasting, soft computing

1. Introduction

One widely used statistical modeling approach in
various areas of research is time series forecasting. Time seres
forecasting was initally performed using statistics based
methods,  including  lincar  autoregression (AR)  and
autore gressive moving average (ARMA) type models (Fan &
Yao, 2003 ), due to their flexibility in modeling time series data
wilh stationary processes. The Box-Jenkins method and its
extensions apply only to stationary time series. However, most

ime  seres data, especially in economics, contain
trend
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elements that are nonstationary. These methods have been
widely used. but have limitations in capluring noostationary
time series and weaknesses in modeling time series data that
tends to be nonlinear.

Over the past few decades, artificial neural networks
(ANN) have provided tools for supervised machine learning,
such that can represent data relationships also in time series
data. Compared to other approaches. ANN have better adaptive
abilities, raining performance, and the ability 10 patiern match
nonstationary signals (De Gooijer & Hyndyman, 2006). Unlike
traditional computing, soft computing lechnigues can estimate
and provide solutions to real life issues. Fuzzy logic, genetic
algorithms, ANN, machine leaning, and expert systems
provide the basis of soft computing, which is a group of
methods that can process data well despitz the presence of
uncertainties. inaccuracies, and partial truths.
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ANN can find solutions to nonlinear problems that
are challenging for classical models to solve. ANN have been
used for wvarious applications in time series forecasting,
including the fields of finance, economics, energy systems,
earthquakes, and weather. This is because an ANN requires no
prior assumptions about the nonlinear forms (Park & Sandberg,
1991). Some studies have used ANN and their extensions for
applications, such as De Groot and Wuertz (1992), Grudnitski
and Osburn (1993), Kuan and Lin (1995), Yee and Haykin
(1999), Kodogiannis and Lelis (2002), and Smola and
Scholkopf (2004).

Although the ANN can successfully resolve many
problems. they have some weaknesses and limitations,
including being a black box technique (Xu & Xue, 2008),
overfitting, and getting stuck in local minima during training.
One artificial intelligence technique under development today
is an expert system implemented using fuzzy logic. Fuzey
expert systems can process large volumes of data while also
being very supple, being able tw adjust to changes and
uncertainties that accompany a problem and 10 model complex
nonlinear functions. Fuzzy time series is one of the applications
in forecasting. In complex systems, the application of fuzzy
logic is usuvally difficult and it requires a lot of time w©
determine the appropriate membership rules and functions.

In ANN, the processing steps are very long and
complicated. Fuzzy logic does not have the ability to learn and
adapt. and although ANN can learn and adapt. they do not have
the reasoning abilities of fuzzy logic. Therefore, models have
heen developed that combine these two techniques, known as
hybrid systems, one of which is the adaptive neuro fuzzy
inference system (ANFIS) (Jang, 1993). The ANFIS method
has all the advantages of fuzzy mference systems and of ANN.
It has a fast learning capacity, can deal with nonlinear
structures, is adaptable, and requires no expert knowledge
(Sahin & Erol, 2018).

The ANFIS has been successfully applied to various
cases and fields and in recent years has focused on modeling
time series data, including works by Alakhras(2005), Alizadeh,
Rada, Balagh, and Esfahani (2009), and Fahimifard,
Homayounifar, Sabouhi, and Moghaddamnia (2009),
Atsalakis, Skiadas, and Braimis (2007), Atsalakis, ef al. (2007),
Xu and Xue (2008), Cheng and Wei (2010), Wei, Chen. and Ho
(2011), Mordjaoi and Boudjema (2011), Wang, Chang, and
Tzeng et al. (2011), Tamo, Subanar, Rosadi, and Subariono
(2013), Savié, Mihajlovié, Asi¢, and Zivkovié, (2014), Ashish
(2011), Lei & Wan (2012), Prasad , Gorai, and Goyal (2016);
and Mihalache and Popescu (2016). These studies have shown
that the ANFIS method is reliable and accurate in time series
prediction.

The aim of this study was to identify and compare the
performances of three solt computing forecasting techniques,
including ANN, fuzzy time series, and ANFIS for predicting
foreign exchange rates. The main reason for using these
technigues is that they can model nonlinear relationships more
successfully and accurately than traditional statistical and
econometrical models, and do not require any assumptions
about the data set (Pabugeu, 2017). In this study, the exchange
rate used was the USIVIDR exchange rate. Estimates of
exchange rates can be used to generate profit through
speculation on the foreign exchange market. The rest of this
paper is organized as follows: in section 2, we describe the
materials and methods used in this paper. In section 3, we

present case studies using a large volume of economic data to
compare the performances of soft computing forecasting
methods. In section 4, we draw our conclusions and offer
guidelines for future research.

2. Materials and Methods
2.1 Data used

The data set used for this study was the IDR exchange
rate against the USD. The data were obtained from the website
www.bi.go.id. We used 850 daily data of exchange rates from
May 3,20 14 until October 29,2018 to predict the exchange rate
of the IDR against the USD for the next period. The selection
of the data period is hased on the consideration that during this
period there were fluctuations in the exchange rate of the IDR
against the USD, which could indicate non-stationarity of the
data. There is no missing data in the data set. The process of
identifying data shows that the data is not stationary. Because
the data used in this analysis are only a single time series
without exogenous variables , ARIMA method was used © help
determine the input variables for the NN and ANFIS methods.
In this case the determination of input variables was 1o use
significant lag obtained from the ARIMA model identification
stage.

2.2 Artificial Neural Network

The three factors that determine the reliability of an
ANN are the network architecture, training algorithms, and the
activation function (Fausett, 1994). ANN have good time-series
forecasting ability, whereby the outcomes or the results of
several steps ahead in time can be predicted. ANN does so by
capturing temporary patiers in the data in the form of me mory
or past memories implanted in the model.

In this research, we used multi-layer perceptron
network architectures, which consist of input, hidden and
output layers (Rumelhart, Hinton, and Williams, 1986).
Network output is the predicted value for a dependent variable
y, and is writlen as a function f{yxw) with input data

X =[x, ] and network parameters w (weights). The

architecture has the following network functions
4
faom=2 B w15
i=1 =1

where W=[f B, .5, ¥\, V12V, ] are the weights or

parameters in the ANN model. The nonlinearity i the function
flew) is obtained through use of an activation function. The

sigmoid logistic function was used as activation function in the
input layer and the purelin function in the hidden layer. The
training process used backpropagation algorithm. In this stage,
each output unit compared the calculated activation with the

1 L

target value, to compute the error sum E=_Z (v, -7.)
=

The error from the model is also used as an index of the success

in approximating the target function by the ANN model. The

training problem in the ANN can be formulated as an error

minimization problem using equation
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2.3 Fuzzy time series (FTS)

In contrast to classical set theory, which states that an
object is either a member or not & member in a set with a clear
binary membership (crisp), the fuzzy set theory allows for a
degree of membership of an objectin the set and the tansition
of membership in stages ranging between 0 and 1, or in the
interval [0,1]. A fuzzy set is defined as a set of objects x with
each object having a membership function "x" that is also called
the truth value. If Z;;is a set of objects, Zj=
(7167260 . Zome) and its members are expressed as Z, then
the fuzzy set from A in Zis a set with a pair of members or can
be stated as F = {(Z,_up(Z)MZ € Z;Jt}. where F is the fuzzy set
and pp(x) is the degree of membership of Z in F. A fuzzy
membership function is one that maps data input points into
membership values. Several functions are commonly used as
membership functions, including triangular, trapezoidal, and
Gaussian that is used in this study. A fuzzy inference system
(FIS) is a computational structure built using fuzzy set theory,
the fuzzy if-then rules, and fuzzy reasoning. According to Jang
(1993), an FIS consists of five sections i.e. a rule base, a
database,  decision-making  units,  fuzzification,  and
defuzzification.

In this research, we used the fuzzy time series (FTS)
proposed by Chen, which involves several steps.

l. Define the universe of discourse m intervals of equal
length.

2. Define fuzzy sets in the universe of discourse.

3. Perform fuzzification of the historical data by identifying
associations between the fuzzy sets defined in the previous
step and the values in the dataset.

4. Identify fuzzy relationships that were established based on
the fuzzified historical data of exchange rate. If the time
series of year -7 is fuzzified as Ay and year t as Ag, then
the fuzzy relationship is denoted as A, —» A,

5. Establish fuzzy logical relationship groups (FLRGs).
wherehy if the same fuzzy set is related to more than one
set, then the right side is merged.

6. Defuzzifly the forecasted output as follows: il the fuzzified
exchange rate of F(t-1) is assumed to be A; then according
to the principle put forward by Poulsen (2009), the
forecasted output of F(f) is determined by computing the
midpoint of interval u. From the results of the interval-
midpoint calculation, obtain the predicted value for each
data. Then, compare the predicted value with the actual
observed value to obtain the error. Using this interval-
midpoint method, the root mean square error (RMSE) is
ohtained .

2.4 Adaptive neuro fuzzy inference system (ANFIS)

The ANFIS architecture is practically the same as
that in Sugeno's fuzzy-rule-based model. Assume that the fuzzy

inference system consideration has two inputs xand y. The form
of the first-order Sugeno model with two fuzzy if-then rules is
as follows

Rule 1: if x is A; and yis B then f; = pyx + qv + 1,

Rule 2: ifx is Ay and y is By then [, = pyx + g,y + 13

The ANFIS network used consists of five layers (Jang, Sun &
Mizutani, 1997) as follows.

Layer 1: Fuzzification layer. Every node 1 1 an
adaptive node to the parameters of activation in this layer with
a node function Oy; = p,, (x),for i = 12 or 04 = py; ,(¥),
fori = 34 where x, y are the input to nodz 1 and Ai, Bi, are
linguistic labels. In other words, 0, ; is the membership grade
of a fuzzy set A (Aq, Ay, By, By). The degree of membership
given by the input membership function is the output of each
neuron. The membership function for A can be any ap propriate
parameterized membership function such as the generalized

bell membership [unction that is expressed as pa(x) =

;zhwhere {a, b,c} is the parameter set referred as premise

—C|
e
parameters.

Layer 2: A fixed neuron is referred to as the firing
strength of a rule, which is the product of all eniries, Le., Og; =
wi = (%) ppi(¥), 1 = 12 and typically uses the AND
operator and every neuron represents the i-rule.

Layer 3. Each neuron m the form of a fixed neuron
(N), called the normalized firing strength, is the calculated ratio
of the first firing strength (w;) to the sum of the overall firing

. . — w .
strengthsinthe second layer, ie., O3, = W; = L ,i=12,
- wWytwy

Layer 4: A neuron that is adaptive 1o an output, as
Oy =Wh=w(px+qy+r)i=12 with W s the
normalized firing strength in the previous layer, with pi, gi, and
1 being the consequent parameters.

Layer 5: A single neuron () is the sum of all outputs
from the fourth layer, as overall output = 05, = ¥, Wif; =
Liwify
Elwl )

When the premise parameter is obtained, the final
ocutput will be a linear combination of the consequent
parameters (Jang, Sun & Mizutani, 1997}, namely

= _W]' f+ _wg i

wy +wp wy +w;
= Wylpx + 0,9 + 1) + Wylpyx + qpy +13)
= (Wx)p; + (W19 + (Wry + (Wax)p, +
(W2y)qz + (W2)ra,

which is linear. Hybrid algorithms will set consequent
parameter  forward and premise parameter backward.
Consequent parameters are estimated using least-squares
regression. In the reverse step, the signal error propagates
backwards, and the premise parameters are comected using the
gradient descent method. The procedure for the hybrid learning
ANFIS method in this study followed Jang et al. (1997).

2.5 Forecasting accuracy

No one can ensure that a forecasting model built with
a variety of different procedures will fit data correctly. In this
study, we used the RMSE to evaluate the forecasting accuracy.
RMSE is used to measure the estimated error of the model and
is expressed in terms of the root of the average squared error.
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The formula for determining the RMSE is f@. We used

the RMSE to compare several estimation models for the same
time series. A model with a lower RMSE is preferred, which
indicates that it is more suitable for, or closer o the existing
data, and tends to have comparatively small predictive error
variances. Figure 2 explains the design model that was built for
each method used in this study until the best method is obtaned
Lo predict the exchange rate of the IDR against the USD.

3 Results and Discussion

In this paper, we conducted empirical research to test
the performances of ANN, FTS, and ANFIS models in
predicting exchange rates. We also compare these three soft
computing technigues with ARIMA as a st cal model. The
results of the analysis of the soft computing methods are given
below.

3.1 Artificial neural network

Input determination in ANN is the same as in ANFIS.
Because the data used here are not stationary ,the determination
of input data used in this problem was a historical value with a
significant lag of the first differentiation ARIMA process. The
significant lags were of 3, 4, and 5 steps in inputs and the target
data was the next period data. We validated and tested the data
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nsing some observational data outside the training data. The
data were divided into three sets with 70% used for training,
15% for validation, and 15% for testing. The network
architecture was a one-hidden-layer feedforward network, with
a sigmoid transfer function in the hidden layer, and a linear
trans fer function in the output layer. The Levenberg-Marquard
method was used as training algorithm. We can see in Table 1
that the forecasts of the exchange rates by ANN are the best
when using Z.; as an input variable, which yielded the smallest
RMSE values, 52.036 for training and 54.818 for testing.
Figure 2 shown the architecture of the best ANN model and a
craph of inputs, targets, and errors versus time for the best
architecture.

3.2 Fuzzy time series

In this research, we used six steps of the Chen FTS
with  simple arithmetic operations that reduces the
unnecessarily high computational overhead.

Step 1: Define the universe of discourse U in into
seven intervals of equal length.

The universe of discourse U is defined @s [ Diin — D1,
Dax + D2] With Drin = 12861 and D g = 15177. Dy and Dz are
positive numbers, with Dy = 61 and D2=73. Then, U = [ 12800,
15250] 1s partitioned into w; = [12800, 13150], 2z = [13150,
135007, uz = [13500, 13850], us = [13850, 14200], us =[ 14200,
145507, us = [14550, 149001, and w7 =[14900, 15250].

Step 2: Define fuzzy sets A in the universe of
discourse interval. Denote a linguistic value of exchange rate
represented by a fuzzy set with 1< i < 7, i.e. A = very high,
Az=high, A; = high enough, 4, = average, As = quite low, As =
low, and A7 = very low. The membership value of a fuzzy set
Ai1s 0,05, or 1 determined by

Uy Uy Uy Uy U Uy Up

65 1 05 0 0 0 0
Ag=—+—F+—+—+—t—+—
W Uz U3 Uy Us Ug Uy

b 05 1 05 0 0 0

3 Uy Uy Uy Uy U; Uy Uy
i} g 05 1 05 0 0
Ay=—+—F+—+—F—+—+—
Uy Uy Uz Uy Us Uy Uy

i} 0 o 05 1 05 0
As=— 4 — 4=t — 4 — 4 — 4 —
Uy Uz Uz Ua Us Ug Uz

i] 0 0 0 05 1 05
Ag=—+—+F+—+—t—+—+—
Uy Uz Uz Uy Uz U5 Uy

0 0 0 0 0 05 1
Ag=—+—F—+—+—+—+—
U Uz Uz Uy Us Uz Uy

Step 3: Fuzzify the historical data in accordance with
its highest degree of membership.

Step 4: Identify fuzzy relationship based on the
fuzzified historical data shown in Table 2.

Step 5: Establish fuzzy logical relationship groups
(FLRGs) with rules that if a fuzzy set is relatled to more than
one set, then the right side is merged. Table 3 shows an
overview of the relationship groups obtained.

Step 6: Defuzzify the forecasted output and
determine the forecasted output of F(t) by the midpoint value
for interval w as shown in Table 4. Based on these results, we
obtained the predicted values for 850 observational cases and
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Table 1. Forecasting result by ANN with various input variables
Input Training Validation Testing
Zo MSE 270777823 225723712 300510338
RMSE 5203632 47.51039 5481882
R 099415 0.99591 099352
Ziy MSE 231593664 21097922778 3.541.69751
RMSE 48.12418 54.58230 50.51216
R 0.90470 0.00444 0.00370
Z. MSE 274922011 176000386 328384253
RMSE 5243300 5262133 57.30482
R 0.99439 099434 0.99261
Result by ANN with mult input variable
Z, 1L, MSE 251448632 127550572  4.481.67324
RMSE 50.14467 47.70226 66.9453
R 0.99468 0.99574 0.99194
Zo 2o MSE 27783497 460031423 31727210
- RMSE 5271005 67.82562 56.32691
R 0.99466 0.99139 0.99497
Zds, MSE 221804894  3.,5327056  3.,230.84301
Ay RMSE 47.09617 59.43657 S56.84051
R 099540 099183 0.99447
Ziz L MSE 2.674 0895 28246328 37571836
RMSE 51.7116 531473 61.2959
R 099459 0.99387 0.99273
Zez Zos MSE 232903574 246020758  3.804.03285
RMSE 48.26 49.6 61.6768
R 0.99557 0.99502 0.98927
Zu 2. MSE 237560245 342368815 3136005
RMSE 48.7402 585123 56.0080
R 0.99521 0.99202 0.99417
Table 2. Fuzzy set relationships
Ay oA Ay oA, Ay oAy
Ay, oAy Ay o Ay Ay o Ay
Az = Ay Ay = Ay Ay = Ag
Ag = Ay Ag = Ag Ag = Ag
Ag = A A, AL A=A
Az = Ay Ag 2 Ay A; = Ay
Table 3. FLRG's
Group FLRG's
Group 1 A =4, A=A,
Group 2 A, =4, A=A A,— A
Group 3 Ay = Ay A=A, A= 4,
Group 4 A=A, A=A A=A
Group 5 As = A, A=A Ag = A
Group 6 Ag = Ay Ag—= A Ag > A,
Group 7 A; = A

compared them with the actual observation values, and
obtained the RMSE of 1009058 for training and 87.4171 for
testing.

3.3 Adaptive neuro fuzzy inference system
As proposed by Wei et al. (2011) the procedures for

applying the ANFIS model for forecasting involve the
following stages.
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Table 4. FLRG's with forecast exchange rate use interval midpoint
Group FLRGs Interval midpoint Forecasted enrollment
Group 1 A, = A4, 12975, 13325 13150
Group 2 A=A, AL A 12975, 13325, 13675 13325
Group 3 A 5 4,,4,,4, 13325, 13675, 14025 13675
Group 4 A, = A AL A 13675, 14025, 14375 14025
Group 5 Ay = Ay Ag Ay 14025, 14375, 14725 14375
Group 6 Ag = Ag A A, 14375, 14725, 15075 14725
Group 7 A; = Ay 15075 15075

1. Preprocessing original data and determining the input
variahbles using 830 observations of daily data for the IDR
exchange rate to the USD, and divide to 680 as training
data and 170 as testing data. The same steps as for ANN
are used 1o determine ANFIS inputs. The data were
processed using ARIMA before the data were forecasted
with ANFIS. From significant lags in the auocorrelation
and partial autocorrelation functions, the model was
identified as ARIMA (1,10) with significant lags ol 3, 4,
and 5. With reference to the study of Tarno et al. (2013),
some tentative models that were offered include ARIMA
([34]1.10), ARIMA ([3. 5].1.0). ARIMA ([45].1.0), and
ARIMA ([3 4.5].10).

2. Defining and partitioning of input variables based on
ARIMA ([3 4.5].1.0) model for the preprocessed data. We
selected lag-3, lag-4, and lag-5 of the AR maodel as input
variables for ANFIS. In this study, the input variables of
ANFIS we used were a combination of significant lags
such as lag-3 and lag 4 (Zis, Zi4), lag-3 and lag-5 (Z .0, Z
5). lag4 and lag-5 (Z+. Z+.5), and lag-3, lag-4, and lag-5
(£, £ 4, £15). We classified the selected input variables
into three clusters and determined the membership
functions using wimf, trapmf, and gaussmf. The simulation
picture 18 given in Figure 3.

3. Setting the type of membership function for input
variables. The first-order Sugeno method is used to set the
membership for the output variables and a linear equation
is used for the input variables.

4.  Generating the fuzzy ifthen rules by using a linear Sugeno
maodel for the three membership functions.

5. Training the parameters of the fuzzy inference system with
hybrid algorithms that will set the consequent parameters
forward using least-squares and the premise parameters
backward and corrected using the gradient descent method.

6. Forecasiing the wraining data from 24 different models and
the RMSEs are calculated. Table 5 shows the empirical
study result of the IDR exchange rate against the US dollar
using ANFIS method.

We chose the model with the smallest RMSE values
in the training and testing data as the optimal model. Table 5
shows that the smallest RMSE values for the training and
testing processes were obtained when using ANFIS with two
input variables Z.;+ and Z s that yielded RMSE of 52.2245 for
training and 51.5684 for testing.

From the empirical study we can summarize the
result for the best model of each method n Table 6. Analysis
and forecasting using the ARIMA as a statistical model has
been carried oul and provided the best model ARIMA
([2.2].1.0) with RMSE training (in sample) 55.523 and RMSE

& Anfn Model Structurs - 1

[ Ants Modal Shuure 1 =

|

b
Figure 3. (a) ANFIS structure with 2 inputs and 1 output; (b) ANFLS
structure with 3 inputs and | output

testing (out sample) 71.5945, as scen in Table 7. The results
show that in this case ARIMA provides more accurate
forecasting than the fuzzy time series method. However,
ARIMA did not show better forecasting results when compared
to ANN and ANFIS. The ANFIS model performed slightly
better than ANN and FTS. The ANFIS with two input variables
produced more accurate results than the best ANN method. The
determination that ANFIS gave more accurate results than
ANN and FTS was based on the fact that the RMSE value was
smaller. although the difference was not very significant.

4. Conclusions
The motivation for usmg soft computing methods in

forecasting is that these methods can process data effectively
despite the presence of uncertainties and nonlinear
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Table 5. Forecasting result by ANFIS with various input variables

RMSE
[nput MFs Cluster Method
Training Testing
Lis Zon  Zos trimf [3.3.3] Backpmopagation 825945 72,8321
traprmf 87.3081 1292026
gaussmf 83 0463 75,1087
trimf [333] Hybrid 50,8023 196827 3146
trapmf 510135 85,0202
gaussmf 48 2663 2482064
22 trimf [3.33] Backpropagation 733421 64,1772
trapmf TO5133 75,7797
gaussmf T50583 65,6806
trimf [333] Hybrid 520624 6621.633
trapmf 532740 35.6046
eaussmf 50,2066 67.5796
Zis s trimf [3.3] Backpmopagation 90,7002 720004
trapmf 81,6555 76.76
gaussmf 797156 592506
trimf [3.3] Hybrid 55,6630 2501 8429
trapmf 53 8468 51,5925
gaussmt 522245 51.5684
st trimf [3.3] Backpmopagation 25212 Bi.5952
trapmf U8, 7666 91.2154
gaussmif 94 9179 87,8064
trimf’ [3.3] Hybrid 74210 343001 425
trapmf T6.8761 74,2635
gaussmf 71.7821 1662882
Table 7. Forecasting with ARIMA
Maodel Variable Coeff (Prob.] R’ SSR AlC SBC
ARIMA(1,1.0) AR(1): 0.0394 0.0013 00117 -8.1267 -8.1134
0.03)
ARIMA([2].1.) AR((EW: 0.0566 0.00295 0.01166 -B.1283 -8.1150
(0.0238)
ARIMA([3].1.4) AR(3): 00862 DA07LS 001165 -8.1325 -8.1192
(0.0007)
ARIMA([1.3].1.0) AR(1]: 0.0350 0.0084 0.01159 -8.1 308 -8 1108
(0.0567)
AR(3): 0.0843
(0.0009)
ARIMA([2.3]1.0) AR(2): 0.0528 0.0902 0.01158 -8.1324 -B.1124
(0.0416)
AR(3): 0.0837
(0.0017)
ARIMA21.0) AR(1): 00371 0.0043 00117 -8.1268 -8.1068
(0.0599)
AR(2): 0.055
(0.0426)

Table 6.  RMSE forecasting with ARIMA and three soft computing

methods
RMSE
Method Training Testing
(in sample) (out sample)

ARIMA([231.1.0) 555230 71.5943
ANN 520363 54.8188
Fuzzy Time Series 1009058 87.4171
ANFIS 522245 51.5684

relationships, they have a rapid learning capacity, and are
adaptable. In this study, we compared forecasts of the
IDRVUSD exchange rate using FTS, ANN, and ANFIS
approaches to deal with nonstationary data. The results show
that the soft computing methods are more powerful than the
traditional statistical method (ARIMA]. ANFIS gave the most
accurate results over ARIMA, ANN and FTS, because it gives
the smallest RMSE, although the difference was not very
significant. In this case, to obtain a more accurate ANFIS
formula, in future research we will strive to improve the ANFIS
model by using several alternative approaches m data
preprocessing, to determine input varables to get better
forecasting results.




P. Hendikawati ef al./ Songklanakarin J. Sci. Technol. 43 (2), 422-430, 2021

Acknowledgements

This research  was supported by Indonesia
Endowment Fund for Eduocation (LPDP) under the Doctoral
Fellowship BUDI-DN. The authors thank the reviewers and
editor for their valuable comments and suggestions that
significantly improved the initial manuscript.

References

Alakhras, M. N. (2003). Neural network-based fuzzy inference
system for exchange rate prediction. Jowmnal of
Computer Science, 112(Special Issue), 120.

Alizadeh, M., Rada, R., Balagh, A. K. G., & Esfahani, M. M.
S. (2009). Forecasting Exchange rates: A nenro-
fuzzy approach. Proceeding of the International
Fuzzy Systems Association and the Ewropean Society
for Fuzzy Logic and Technology Conference, 1745-
1750,

Alsalakis, G. S.. Skiadus, C. H., & Braimis, I (2007).
Probability of trend prediction of exchange rate by
ANFIS. Recent Advances in Stochastic Modeling and
Data Analysis (pp. 414-422). doi:10.1142/9789812
709691_0050

Atsalakis, G., Minoudaki, C., Markatos, N., Stamou, A.,
Beltrao, J., & Panagopoulos, T. (2007). Daily
irrigation water demand prediction using adaptive
nenro-fuzzy inferences systems (anfis). Proceeding
af the 34 TASME/WSEAS International Conference
on  Energy, Environmeni, Ecosystems and
Sustainable Development.

Ashish, M., & Rashmi, B. (2011). Prediction of daily air
pollution using wavelet decomposition and adaptive-
network-based fuzzy inference system. International
Journal of Environmental Sciences, 2(1), 185-196.

Cheng, C. H. & Wei, L. Y. 2010. One step-ahead ANFIS time
series model for forecasting electricity loads.
Optimization and Engineering, 11(2): 303-317.

De Gooijer, J. G., & Hyndman, R. J. (2006). 25 years of time

seres forecasting.  International  Jowrnal — of
Forecasting, 22(3), 443-473. doi:10.1016/).1jfore
cast.2006.01.001

de Groot, C., & Wuertz. D. (1992). Nonlinear time series
analysis with connectionist nets: toward a robust
methodology. In Applications of Artificial Neural
Networks [IT 1709, 830-839, International Society
for Optics and Photonics, doi:10.1002/978111818
2635.efm0062

Fahimifard, 5. M., Homayounifar, M., Sabouhi, M., &
Moghaddamnia, A. R. (2009). Comparison of
ANFIS, ANN, GARCH and ARIMA techniques ©
exchange rale forecasting. Jowrnal of Applied
Sciences, 9200, 3641-3651.

Fan,]., & Yao, Q. 2003, Nonlinear time series: Nonparametric
and parametric methods. New York, NY: Springer

Verlag.
Fausett, L. (1994). Fundamentals of newral networks:
architectures,  algorithms,  and  applications.

Hoboken, NJ: Prentice-Hall.

Grudnitski, G., & Osbum, L. (1993). Forecasting S&P and gold
futures prices: An application of neural networks.
Jowrnal of Futures Markets, 13(6),631-643.

429

doi:10. 1002/fut. 3990130605

S, (1993). ANFIS: adaptivenetwork-based fuzzy

inference system. [EEE Transactions on Systems,

Man, and Cybernetics, 23(3), 665-685. doi:10.1 109/

21.256541

Jang,J. 5.R., Sun, C. T., & Mizutani, E. (1997). Neuro-fuzzy
and soft computing-a computational approach to
lzaming and machine intelligence [Book Review].
IEEE Transactions on Awiomatic Control, 42(10),
1482-1484.

Kodogiannis, V., & Lolis, A. (2002). Forecasting financial time

series using neural network and fuzzy system-based

technigques. Newral Computing and Applications,
11(2),90-102.

M., & Liu, T. (1995). Forecasting exchange rates
using feedforward and recurrent neural networks.
Jowrnal of Applied Econometrics, 10(4), 347-364.
doi: 10.1002/jae. 3950100403
Lei, K. 5., & Wan, F. (2012). Applying ensemble learning

echniques 1o ANFIS for air pollution  index
prediction in Macau. Proceeding of the International
Symposium on Newral Networks, 509-316, Berlin,
Germany: Springer.

Mihalache, S. F., & Popescu, M. (2016). Development of
ANFIS models for PM short-term prediction. case
study. Proceeding of the 2016, 8% International
Conference on Electronics, Computers and Artificial
Intelligence (ECAI, 1-6, doi:10.1109/ECAT.2016.
TRAE1073

Mordjaoui, M., & Boudjema, B. (2011). Forecasting and
modelling electricity demand using Anfis predictor.
Jowrnal of Mathematics and Statistics, 7(4),275-281.

Pabugcu, H. (2017). Time series forecasting with neural
network  and  fuzey logic. Receni  Siudies  in
Economics. 195-204.

Park, J., & Sandberg, I. W. (1991). Universal approximation
using  radial-basis-function  networks.  Newral
Computation, 3(2), 246-257. doi: 10,1162 meco.1991.
32246

Poulsen, J. R. (2009). Fuzzy time series Forecasting. Esbjerg,
Denmark: Aalborg University Esbjerg.

Prasad. K.. Gorai. A. K.. & Goyal. P. (2016). Development of
ANFIS models for air quality forecasting and input
optimization for reducing the computational cost and
time. Atmospheric  Environment, 128, 246-262.
doi:10.1016/j.atmosenv.2016.01 007

Rumelhart, D. E., Hinton, G. E., & Williams, R. J. (1985).
Learning  internal  representations by error
propagation  (No. IC5-8506). San Diego, CA:
Department of Cognitive Science, University of
California San Diego.

Sahin, M. & Erol, R. 2017. A comparative study of neural
networks and anfis for forecasting attendance rate of
soccer games a comparative study of neural networks
and ANFIS for forecasting attendance rate of soccer
games. Mathematical and Computational
Applications, 22(43): 1-12.

Savié, M., Mihajlovi¢, I, Amsié, M., & Zivkovié, Z. (2014).
Adaptive-network-based fuzzy inference system
(ANFIS) model-based prediction of the surface
ozone concentration. Jowrnal of the
Chemical Society, 79(10), 1323-1334,

Jang, 1.

Kuan, C.

Serbian




430 P. Hendikawati ef al./ Songklanakarin J. Sci. Technol. 43 (2), 422-430, 2021

Smola, A J., & Schilkopf, B. (2004). A ttorial on support Wei, L. Y., Chen, T. L., & Ho, T. H. (2011). A hybrid model

vector regression. Statistics and Computing, 14(3), based on adaptive-network-based fuzzy inference

199-222, system to forecast Taiwan stock market. Expert
Tamo, Subanar, Rosadi, D., dan Subartono. (2013). Analysis of Systems with Applications, 38(11), 13625-13631.

financial time series data using adaptive neuro fuzzy doi: 10,1016/ .eswa. 2011.04.127

inference system (ANFIS). Internasional Jowrnal of  Xu, H., & Xue, H. (2008). Improved anfis to [orecast

Computer Sciences [ssues, 10(2),491496. atmospheric  pollution. Management Science and
Wang, F. K., Chang, K. K., & Tieng, C. W. (2011). Using Engineering, 2(2), 54-61.

adaptive network-based fuzzy inference system to  Yee, P., & Haykin, 5. (1999). A dynamic regularized radial

forecast automobile sales. Expert Systems with basis function network for nonlinear, nonstationary

Applications, 38(8), 10587-10393. doi:10.1016/]. time series prediction. [EEE Transactions on Signal

eswa.2011.02.100 Processing, 47(9), 2503-2521.




Non-stationary exchange rate prediction using soft computing
techniques

ORIGINALITY REPORT

17 11« 126 64

SIMILARITY INDEX INTERNET SOURCES PUBLICATIONS STUDENT PAPERS

PRIMARY SOURCES

Submitted to An-Najah National University

Student Paper

T

Submitted to Study Group Australia

Student Paper

(K

e

M.A. Castan-Lascorz, P. Jiménez-Herrera, A.
Troncoso, G. Asencio-Cortes. "A new hybrid
method for predicting univariate and
multivariate time series based on pattern
forecasting”, Information Sciences, 2021

Publication

T

-~

Submitted to University of Luton
Student Paper

(K

o

WWW.Nrsr.sk

Internet Source

T

Submitted to University of Surre

H Student Paper y y <1 %
WWW.comp.sd.tmu.ac.|

Internet Source p Jp <1 %




B Fatemeh Karimaldini, Lee Teang Shui, Thamer <1 o
Ahmed Mohamed, Mohammadreza Abdollahi, ’
Najmeh Khalili. "Daily Evapotranspiration
Modeling from Limited Weather Data by
Using Neuro-Fuzzy Computing Technique",

Journal of Irrigation and Drainage
Engineering, 2012
Publication
i 1

n mgg&gxggwmk.ac.uk <o

"Machine Learning and Computational <’ o
Intelligence Techniques for Data Engineering", ’
Springer Science and Business Media LLC,

2023
Publication

Duru, O.. "A multivariate model of fuzzy <1 o
integrated logical forecasting method (M-FILF)
and multiplicative time series clustering: A
model of time-varying volatility for dry cargo
freight market", Expert Systems With
Applications, 201203
Publication

igrcggg%inga.mﬂ|bnet.ac.|n <1 o

Alexander Amo Baffour, Jingchun Feng, Evans <'I o

Kwesi Taylor. "A hybrid artificial neural
network-GJR modeling approach to



forecasting currency exchange rate volatility",

Neurocomputing, 2019

Publication

Christos Stefanakos, Orestis Schinas. "Fuzzy <1
. . . : %
time series forecasting of bunker prices",
WMU Journal of Maritime Affairs, 2015
Publication
Engineering Computations, Volume 31, Issue <1 %
2 (2014-03-28)
Publication
Submltted to Indian Agricultural Research <1 o
Institute
Student Paper
Submitted to Swinburne University of <1 o
Technology
Student Paper
core.ac.uk
Internet Source <1 %
dfcookie.com 1
IFr?ternet Source < %
Maymunah Abdul Hashim. "New forecasting < o
model using type-2 fuzzy multivariate time ’
series", 2011 National Postgraduate
Conference, 09/2011
Publication
riunet.upv.es
InternetSourcpe <1 %




123dok.net
Internet Source <1 %
Tsaur, R..C.. "Fuzzy relation analysis in fuzzy <1 o
time series model", Computers and
Mathematics with Applications, 200502
Publication
eprints.whiterose.ac.uk
IntErnetSource <1 %
Chung-Ming Own. "Chapter 7 An Application <1 o
of Enhanced Knowledge Models to Fuzzy Time ’
Series", Springer Science and Business Media
LLC, 2013
Publication
Sulgmltt.ed to Jawaharlal Nehru Technological <1 o
University
Student Paper
Submitted to Oklahoma State Universit
Student Paper y <1 %
Submitted to Universiti Putra Malaysia
Student Paper y <1 %
Www.yangsky.or
Internet S%)/urceg y g <1 %
Guney, K.. "Comparison of adaptive-network- <1 o

based fuzzy inference systems for bandwidth
calculation of rectangular microstrip



antennas", Expert Systems With Applications,
200903

Publication

Submitted to Institut Teknologi Brunei

Student Paper g <1 %
www.scribd.com

Internet Source <1 %
eprints.usg.edu.au 1

IntFe)rnet Source q < %
ljcrr.com ’

Ierternet Source < %
infoeng.ee.ic.ac.uk

Internet So%rce <1 %
WWW.biorxiv.or

Internet Source g <1 %

"Proceedings of the Andalas International <1 o
Public Health Conference 2017", BMC Public 0
Health, 2017
Publication

Abdulkadir Cuneyt Aydin, Ahmet Tortum, <1 o

Murat Yavuz. "Prediction of concrete elastic
modulus using adaptive neuro-fuzzy inference
system", Civil Engineering and Environmental
Systems, 2006

Publication




Darius Migilinskas. "Normalisation in the <1 o
selection of construction alternatives", ’
International Journal of Management and
Decision Making, 2007
Publication

J. DOUGLAS BARRETT, WILLIAM H. WOODALL. <1 o
"A probabilistic alternative to fuzzy logic ’
controllers", IIE Transactions, 1997
Publication

Omar Deeb, Mohammad Goodarzi, Sherin <1 o
Alfalah. "Prediction of melting point for drug- ’
like compounds via QSPR methods",

Molecular Physics, 2011
Publication
econ.lse.ac.uk

Internet Source <1 %

Nguyen Duy Hieu, Nguyen Cat Ho, Vu Nhu <1 y
Lan. "An efficient fuzzy time series forecasting ’
model based on quantifying semantics of
words", 2020 RIVF International Conference
on Computing and Communication
Technologies (RIVF), 2020
Publication

Pu-Yun Kow, Yi-Shin Wang, Yanlai Zhou, I-Feng <'I y

0

Kao, Maikel Issermann, Li-Chiu Chang, Fi-john
Chang. "Seamless integration of convolutional
and back-propagation neural networks for



regional multi-step-ahead PM2.5 forecasting"”,
Journal of Cleaner Production, 2020

Publication

Steven Cook. "Frequency domain and time <1 o
series properties of asymmetric error ’
correction terms", Applied Economics, 2000
Publication
aut.researchgateway.ac.nz

Internet Source g y <1 %
dspace.lib.uom.gr

Inter?etSource g <1 %
id.123dok.com 1

Internet Source < %
media.proquest.com /

Internet SouFr)ce q < %

Chin-Teng Lin, Wen-Chang Cheng, Sheng-Fu <'I y
Liang. "An on-line ICA-mixture-model-based ’
self-constructing fuzzy neural network", IEEE
Transactions on Circuits and Systems I:

Regular Papers, 2005
Publication
Diego Comin, Sunil Mulani. "Diverging Trends <1 o

in Aggregate and Firm Volatility", Review of
Economics and Statistics, 2006

Publication




MrA3wczyA, ska, Bogna, Karolina Aachacz, <1 o
Tomasz Haniszewski, and Aleksander ’
SA,adkowski. "A comparison of forecasting
the results of road transportation needs",

Transport, 2012.
Publication

Talebizadeh, M.. "Uncertainty analysis for the <1 o
forecast of lake level fluctuations using ’
ensembles of ANN and ANFIS models", Expert
Systems With Applications, 201104
Publication

Yunsong Chen, Fei Yan.. Economic | <1 %
performance and public concerns about social
class in twentieth-century books", Social
Science Research, 2016
Publication
aclweb.or

Internet Source g <1 %
afrjcict.net

Inter'!letSource <1 %

ejournal.radenintan.ac.id <1
Internet Source %
etd.wvu.edu

Internet Source <1 %
research-api.cbs.dk

Internet Source p <1 %




E i'ttearur:teitsstoihcaewanku.wordpress.com <1 o
Dipankar Majumdar, Arup Kumar <1 o
Bhattacharjee, Soumen Mukherjee. "chapter
17 Intelligent Investment Approaches for
Mutual Funds", IGI Global, 2021
Publication
Guido Ngssimbeni, Franco Bgttai.n. <'I o
"Evaluation of supplier contribution to
product development: Fuzzy and neuro-fuzzy
based approaches", International Journal of
Production Research, 2010
Publication
Mohamed Taher Alrefaie, Alaa-Aldine <1 o
Hamouda, Rabie Ramadan. "A smart agent to ’
trade and predict foreign exchange market",
2013 IEEE Symposium on Computational
Intelligence for Engineering Solutions (CIES),
2013
Publication
Pascal van Lith, Ben Betlem, Brian Roffel. <1 o

"Fuzzy Clustering, Genetic Algorithms and
Neuro-Fuzzy Methods Compared for Hybrid
Fuzzy-First Principles Modeling", Systems
Analysis Modelling Simulation, 2002

Publication




Tahseen Ahmed Jilani. "M-Factor High Order
Fuzzy Time Series Forecasting for Road

Accident Data", Advances in Soft Computing,
2007

Publication

<1%

Exclude quotes On Exclude matches Off

Exclude bibliography On



Non-stationary exchange rate prediction using soft computing
techniques

GRADEMARK REPORT

FINAL GRADE GENERAL COMMENTS

/ ’I OO Instructor

PAGE 1

PAGE 2

PAGE 3

PAGE 4

PAGE 5

PAGE 6

PAGE 7

PAGE 8

PAGE 9




