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Lung cancer is a disease has highest mortality rates in the world. Based on data from the International Agency
for Research Center (IARC) in 2012, there are 19.4% of people in the world die from lung cancer. Microscopic
examination process of biopsy still has some drawbacks. In the process of diagnosis, medical practitioners
still use visual observation, so that analysis results are subjective and takes a long time. In this research, a
system developed by microscopic analysis of biopsy with digital image processing techniques. The process of
identification of cancer cells in the biopsy sample is done through the stages of feature extraction using Gray
Level Co-Occurrence Matrix (GLCM) and classification using a Naive Bayes algorithm. The results of image
classification biopsy showed the accuracy of 88.57% with combination of parameters contrast and homogeneity.
Digital image processing techniques can be implemented in the process of microscopic examination of biopsy.
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1. INTRODUCTION
Lung cancer prevalence is among the highest of all cancers, at
18%.1 In 2010, lung cancer sat on 3rd rank in terms of cancer
incidence and was on top of the list of mortality rate due to
cancer around the world. Moreover, lung cancer occupied top
spot for both incidence and mortality in males, and sat on rank
for both facets in females (only next to breast cancer, cervical
cancer, and colorectal cancer).2

Lung cancer examination is carried out in three stages, i.e.,
CT scan imaging, sputum examination, and lung tissue sampling
(biopsy). That first step is usually an X-ray imaging. Should this
step reveal a cancer suspect. Next step, albeit sputum examina-
tion is microscopic and meant to find out whether cancer cells
are present in the lungs. Last step, biopsy is aimed at show-
ing the presence of cancer cells in the chest. Medical practi-
tioners still rely on subjective visual observation. The medical
practitioners must be thorough observation and accurate analy-
sis in detecting lung cancer in patients. Hence, there is a need
a system that is capable of detecting lung cancer automatically
on microscopic biopsy images. This will improve the accuracy
and efficiency of lung cancer detection. Digital image process-
ing is a discipline that studies image processing as to make it
better interpreted. This technique has been applied in numerous
medical applications such as tuberculosis bacteria detection on
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microscopic sputum image,3�4 detection of malaria causing plas-
modium falciparum phase.5–7 Some research for detection of lung
cancer objects in CT scan images8–10 and the microscopic spu-
tum sample analysis for lung cancer.11–13 These researches show
that digital image processing can be applied in the medical field,
especially in lung cancer detection.

Based on previous researches, this research designs a sys-
tem of lung cancer detection based on analysis of microscopic
lung biopsy image. This system will help improving lung cancer
examination by providing an automatic and objective technique
that will certainly be beneficial in aiding medical practitioners in
accurately diagnosing and treating lung cancer.

2. EXPERIMENTAL DETAILS
Image processing procedures involve the conversion of RGB
image into grayscale, texture feature extraction and classification
using Naive Bayes algorithm. Block diagram of the system diag-
nosis of lung cancer with digital image processing techniques are
shown in Figure 1. The algorithm for the detection of cancer and
non cancer with GLCM and Naive Bayes is as follows:
1. Load image.
2. RGB image is converted into grayscale using the equation:

0�2989∗R+0�5870∗G+0�1140∗B
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Fig. 1. Block diagram of the microscopic biopsy image analysis system.

Fig. 2. Samples of microscopic lung biopsy images. (a) Cancer. (b) Non-
cancer.

3. Converted grayscale images are then extracted texture using
the Gray Level Co-occurrence Matrix method as to obtain texture
parameters of contrast, correlation, energy, and homogeneity.
4. Classified into two classes of cancer and non-cancer using the
Naive Bayes algorithm.

3. RESULTS AND DISCUSSION
Lung cancer biopsy samples have irregular network structure and
agglomerate while normal lung biopsy samples had more regu-
lar network structure. The images of biopsy used in this study
amounted to 35 images consisting of 16 categories of non cancer
and 19 categories of cancer. Biopsy samples for lung cancer and
normal lung biopsy is shown in Figure 2.

Fig. 3. Distribution graphic of Naive Bayes classification. (a) Contrast and correlation. (b) Contrast and energy. (c) Contrast and homogeneity. (d) Correlation
and energy. (e) Correlation and homogeneity. (f) Energy and homogeneity.

Table I. Samples features from microscopic lung biopsy images.

The process of features extraction is carried out with texture
analysis using the Gray Level Co-Occurrence Matrix (GLCM)
method. This method works on the principle of calculating
the probability of nearest neighbor between two pixels on
certain distance and angular orientation. This approach builds
co-occurrence matrices of image data, which in turn determine
characteristics as the matrix function of those images.
Co-occurrence means happening at the same time. This trans-

lates to the probability of one level of a pixel value being near-
est to a value level of another pixel at certain distance (d) and
angular orientation (��. Distance is stated as pixels, while orien-
tation is in degrees. Orientation is made up of four angular direc-
tions, each with a 45� interval. They are; 0�, 45�, 90�, and 135�,
whereas the distance between two pixels is given as 1 pixel. Then
from that co-occurrence matrix, parameters of contrast, correla-
tion, energy, and homogeneity are extracted as texture features.
Samples of extracted microscopic lung biopsy image features are
given in Table I.
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Table II. Results of the biopsy overall image classification.

No Parameters Accuracy (%)

1 Contrast and correlation 85.71
2 Contrast and energy 85.71
3 Contrast and homogeneity 88.57
4 Correlation and energy 71.43
5 Correlation and homogeneity 85.71
6 Energy and homogeneity 74.28

Image classification process biopsies were performed using
Naive Bayes algorithm by combining two of the four parameters
of feature extraction results. Distribution graph image classifica-
tion biopsy using Naive Bayes algorithm is shown in Figure 3.
On the results of the classification Naive Bayes algorithm with
the parameters of contrast and homogeneity there are four images
wrongly classified so that the accuracy obtained is:

Accuracy= 31/35×100% = 88�57%

The results of the biopsy overall image classification are shown
in Table II. Table II shows that out of the six combinations
of parameters that are used, the highest accuracy achieved by
88.57% by the parameters of contrast and homogeneity. The
accuracy value shows that the Naive Bayes algorithm can be
implemented in image classifying lung biopsy.

4. CONCLUSION
This research has been done of digital image processing to ana-
lyze the image of microscopic lung biopsy using Gray Level
Co-Occurrence Matrix and Naive Bayes algorithm to classify
the image into the cancer or non-cancer class. Feature extrac-
tion process is done by combining two of the four parameters
that characterize the texture contrast, correlation, energy, and
homogeneity. The results of image classification biopsy showed
the highest accuracy of 88.57% on the combination of param-
eters contrast and homogeneity. This indicates that the digital

image processing techniques can be implemented in the process
of microscopic examination of biopsy.
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