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ABSTRACT. Effectively and efficiently learning an optimal kernel is of great importance to the 

success of kernel method. Along with this line of research, many pioneering kernel learning 

algorithms have been proposed, developed and combined in many ways. This paper aims to explain 

the application of Localized Multiple Kernel Learning Support Vector Machine (LMKL-SVM) to 

predict the daily stock price of PT. XL Axiata Tbk (EXCL), PT. Indofood Sukses Makmur Tbk 

(INDF) and PT. Unilever Indonesia Tbk (UNVR) from January 2014 to May 2016. It can be 

concluded that LMKL-SVM has good performance to predict daily stock price with Mean 

Absolute Percentage Error (MAPE) produced all less than 2%. 

 

Keywords: Stock price, Multi Kernel, Localized SVM, Time Series. 

 

1. Introduction. The area of data mining and machine learning deals with the design of methods 

that can learn rules from data [1], adapt to changes, and improve performance with experience [2]. 

Also, to be one of the initial dreams of robust, efficient and applicable methods and reached 

minimum error, machine learning has become crucial to solve increasingly complex problems and 

become more integrated into many application, precisely time series [3][4]. Machine learning 

theory also has close connections to issues in Economics[5][6][7]. Machine learning methods can 

be used in the design of auctions and other pricing mechanisms with guarantees on their 

performance[8]. Risk is the result of probabilistic world where there are no certainties and 

complexities abound. People use statistics to mitigate risk in decision making. Reliable knowledge 

about future can help investor make the right decision[9] with lower levels of risk [10]. Figure 1 

represent as a statistician we must have abilities to capture of data and make visualization to catch 

and present the insight with accurately reflect the numbers and inappropriate visuals can create 

misinterpretation and misunderstanding. Using relevant methods with error minimum and could 

be the detection of pattern in the data to gain knowledge and make argument, interpretation and 

justification[11]. Support vector machines have become a subject of intensive study [12]. Many 

authors combine and enhanced this methods in time series[13], regression[14], classification and 

cluster. In this case, we can compute a string kernel from the sequence data and a Gaussian kernel 

mailto:hasbiyasin@live.undip.ac.id
mailto:rezzyekocaraka@gmail.com


upon the vectorial data, and learn the relative significance of the two kernels via the setting of 

multiple kernel learning. By multiple kernel learning[15], the relative importance of the kernels 

can be evaluated together with the solution of the support vectors (SVR)[16]. Recently, multiple 

kernel learning has been automated for support vector machine (SVM) classification using 

semidefinite programming (SDP) in optimization theory. However, the problem of multiple kernel 

learning on SV regression has not yet been examined. In this work, we formulate the SV 

regression problem as SMO[17], quadratic programming (QP)[18], and MOSEK optimization 

problems[19], so that kernel selection can be performed automatically for SV regression. In this 

paper we use support vector machines in the field of time series prediction. Brief introduction to 

support vector regression (SVR) and adaptive machine learning algorithms can be viewed as a 

model for how individuals can or should adjust to change environment [20]. Moreover, the 

development of especially fast-adapting algorithms sheds light on how approximate equilibrium 

states might quickly be reached in a system, even when each individual has a large number of 

different possible choices. In the other direction, economic issues arise in Machine Learning when 

not only is the computer algorithm adapting to its environment, but it also is affecting its 

environment and the behavior of other individuals in it as well [21]. Connections between these 

two areas have become increasingly strong in recent years as both communities aim to develop 

tools for modeling. The remainder of the paper is organized as follows. Section 2 provides a 

review of the material and methods. Section 3 presents dicussion. Finally, conclusions and future 

research directions are indicated in Section 4. 

 

 
 

FIGURE 1. An Illustration of Stock Price analysis using LMKL-SVM. 

2. Methods. Support Vector Regression (SVR) is part of Support Vector Machine (SVM) for 

regression case. SVR is also a method that can overcome the overfitting, so it will produce a good 

performance. Suppose there are l  training data, (𝐱i, yi)   i = 1, … , l   of the input data 𝐱 =
{𝐱1, … , 𝐱l}  ⊆ ℜN and 𝐲 = {y1, … , yl} ⊆ ℜ. SVR obtained by the method of regression function 

as follows: 

f(𝐱) = 𝐰Tφ(𝐱) + b               (1) 

With: 

w  = vector of weight coefficient 

φ(𝐱) = feature space 

b  = bias 

In order to obtain good generalization for the regression function, can be done by minimizing the 

norm of 𝐰. Hence the need for the completion of the following optimization problem: 
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min {
1

2
‖𝐰‖2}                (2) 

with the provision of: 

yi − 𝐰Tφ(𝐱i) − b ≤ ε                (3) 

𝐰Tφ(𝐱i) − yi + b ≤ ε, i = 1, 2, … , l 
 

The loss function shows the relationship between an error and the subject penalties. Differences 

loss SVR function will produce different formulations[22]. There are two types of loss function 

used in this study, the ε-insensitive and quadratic loss function. Here is a mathematical formulation 

for the ε-insensitive loss function: 

 L(𝐲, f(𝐱)) = {
o,           for |f(𝐱) − 𝐲| < ε
|f(𝐱) − 𝐲| − ε, otherwise

 (4) 

The solution provided is: 

max {−
1

2
∑ ∑ (αi −l

j=1
l
i=1 αi

∗)(αj − αj
∗) < 𝐱i, 𝐱j > + ∑ αi(yi − ε) − αi

∗(yi + εl
i=1 )} (5) 

or can be simplified into: 

 max {−
1

2
∑ ∑ βiβj

l
j=1

l
i=1 < 𝐱i, 𝐱j > − ∑ βiyi}

l
i=1      (6) 

with the provision of: 

 −C ≤ βi ≤ C, i = 1, … , l  (7) 

∑ βi = 0

l

i=1

 

where βi = αi − αi
∗, βj = αj − αj

∗, j = 1, 2, … , l, and C is a parameter which gives a tradeoff 

between model complexity and training error.  

 

While the quadratic loss function:  

 L(𝐲, f(𝐱)) = (f(𝐱) − 𝐲)2 (8) 

Produce a solution: 

max {−
1

2
∑ ∑ (αi − αi

∗)(αj − αj
∗) < 𝐱i, 𝐱j > + ∑ (αi − αi

∗)yi −
1

2C
∑ (αi

2 + αi
∗2)}l

i=1
l
i=1

l
j=1

l
i=1   (9) 

or can be simplified into: 

 max {−
1

2
∑ ∑ βiβj < 𝐱i, 𝐱j > + ∑ βiyi −

1

2C
∑ βi

2}l
i=1

l
i=1

l
j=1

l
i=1       (10) 

with the provision of: 

 ∑ βi = 0l
i=1   (11) 

 

One method that can be used to optimize the hyperplane, which is to solve the quadratic 

programming with constraints set is Sequential Minimal Optimization (SMO). Sequential 

Minimal Optimization (SMO) algorithm to solve the problem Quadratic Programming (QP) that 

arise during training on Support Vector Machine. SMO is a simple algorithm that can solve the 

problem QP quickly on SVM. SMO algorithm to solve the problems in the SVM-QP without 

using optimization measures QP numerically [23]. Instead, SMO chooses to resolve the smallest 

possible optimization problem involves two elements 𝛼𝑖  the need to meet the limiting linear 

equations. Many decision problems facing individuals and companies can be cast as an 

optimization problem i.e. making an optimal decision given some constraints specifying the 

possible decisions. As an example consider the problem of determining an optimal production 

plan. This can be formulated as maximizing a profit function given a set of constraints specifying 

the possible production plans. The advantage of MOSEK:  (i) solve linear optimization problems 



using either an interior-point or a simplex optimizer, (ii) Solve conic quadratic and semi definite 

optimization problems, (iii) Solve convex quadratic optimization problems, (iv) Handle convex 

quadratic constraints, (v) Solve mixed-integer optimization problems, including linear, convex 

quadratic and conic quadratic problems, (vi) Solve linear least squares problems with linear 

constraints. 
 

3.Discussion. In this research, we use the SVR with some of kernel functions simultaneously as 

called Multiple Kernel Support Vector Regresion (MKL-SVR). MKL-SVR is one model that can 

capture the nonlinear pattern of financial time series data including data on stock returns. Research 

on MKL-SVR has developed rapidly. The model is based on modeling SVR by Vapnik [24] using 

some kernel functions simultaneously. MKL-SVR modeling is the development of models SVR 

which involves some kernel functions, both with the same type or different. Specifically, Gönen 

and Alpaydin [25] developed a method Localized Multiple Kernel Support Vector Regression 

(LMKL-SVR) as a part of Localized Multiple Kernel Support Vector Machine (LMKL-SVM) for 

regression case. Two Reasons for Using a Kernel [26]: 

1. Turn a linear learner into a non-linear learner (e.g. RBF, polynomial, sigmoid) 

2. Make non-vectorial data accessible to learner (e.g. string kernels for sequences) 

Localized kernel regression (LKR) is a multidimensional extension of kernel regression that uses 

a matrix of bandwidth parameters optimally selected for each input dimension instead of a single 

bandwidth parameter [27]. The problem of automatically selecting a set of optimal bandwidth 

parameters is an area of active research and one for which there is no clear solution. The main 

advantage of LMKL over canonical multiple kernel machines is the inherent regularization effect 

of the gating model[28]. Canonical methods learn sparse models as a result of regularization on 

the weight vector but the underlying complexity of the kernel function is the main factor for 

determining the model complexity. MKL can combine only different kernel functions and more 

complex kernels are favored over the simpler ones in order to get better performance. However, 

LMKL can also combine multiple copies of the same kernel 

 𝑓ℛ(𝑥) = ∑ 𝜂𝑚(𝒙|𝐕)𝑝
𝑚=1 〈𝜔𝑚, 𝜙𝑚(𝑥)〉 + 𝑏      (12) 

And the optimization of the equation 

 min.
1

2
∑ ‖𝝎𝑚‖2

2 + 𝐶 ∑ (𝜉𝑖
+ + 𝜉𝑖

−)𝑁
𝑡=1

𝑃
𝑚=1                 (13) 

w. r. t. 𝝎𝑚𝜉𝑖
+, 𝜉𝑖

−, V 

s. t ϵ + 𝜉𝑖
+ ≥  𝑦𝑖 − 𝑓ℛ(𝑥𝑖)     ∀𝑖 

ϵ + 𝜉𝑖
− ≥  𝑓ℛ(𝑥𝑖)     ∀𝑖 

𝜉𝑖
+ ≥  0     ∀𝑖 ; 𝜉𝑖

− ≥  0     ∀𝑖 

 

Where C is a regularization parameter with 𝜉𝑖
+, 𝜉𝑖

− is the vector of slack variable and ϵ is the 

tube width. Optimization of the slack variable is not convex and nonlinear. By adding V will get 

a convex optimization, and we can get a dual formulation: 

max. J (𝐕) = ∑ 𝑦𝑖(𝛼𝑖
+ − 𝛼𝑖

−)−∈ ∑ (𝛼𝑖
+ − 𝛼𝑖

−) −
1

2
∑ ∑ (𝛼𝑖

+ − 𝛼𝑖
−) (𝛼𝑗

+ − 𝛼𝑗
−)𝑘𝜂(𝑥𝑖, 𝑥𝑗)𝑁

𝑗=1
𝑁
𝑡=1

𝑁
𝑖=1

𝑁
𝑡=1       

w. r. t. 𝛼𝑗
+, 𝛼𝑗

−; s. t ∑ (𝛼𝑖
+ − 𝛼𝑖

−) = 0𝑁
𝑡=1 ; 𝐶 ≥ 𝛼𝑖

+ ≥ 0  ∀𝑖; and 𝐶 ≥ 𝛼𝑖
− ≥ 0  ∀𝑖. 

Locally combined kernel function can be defined as  

 𝑘𝜂(𝑥𝑖 , 𝑥𝑗) = ∑ 𝜂𝑚(𝑥𝑖|V)𝑘𝑚(𝑥𝑖 , 𝑥𝑗)𝜂𝑚(𝑥𝑗|V)𝑃
𝑚=1   (15) 

In order to get the function as follows 

𝑓ℛ(𝑥) = ∑ (𝛼𝑖
+ − 𝛼𝑖

−)𝑁
𝑡=1 𝑘𝜂(𝑥𝑖 , 𝑥𝑗) + 𝑏.  

(14) 



In this paper we used the optimization algorithm using MOSEK, SMO, QP. On data stock prices 

of PT. EXCL, PT.INDF and PT UNVR. The data used are the daily stock price from January 2014 

to May 2016. We using locally linear kernel and quadratic kernel. Then, we used parameter C= 

10,25,50,75,100 also tube width (e) 0.5. We can see the plot of prediction vs actual on Fig.3 

illustrates a good to fit (indicated by blue and red line). The size of the error used in this study is 

the value of Mean Absolute Percentage Error (MAPE) and Root of Mean Squared Error (RMSE), 

so the formula of MAPE and RMSE can be expressed as: MAPE= (∑
|𝑦𝑖−𝑦�̂�|

𝑦𝑖

𝑛
𝑖=1 )  𝑥 100 and 

RMSE=√∑
(𝑦𝑖−𝑦�̂�)2

𝑛
𝑛
𝑖=1 . Result of simulation LMKL-SVM can be seen in Table 1.  

 

  
                 (a)                                 (b)  

 
(c) 

FIGURE 2. Plot prediction vs actual EXCL (A), INDF (B), UNVR (C) 

 

According to the Table 1, we can see that the regularization parameters, tube width, and the type 

of optimization affect the learning process of LMKL-SVM. In this study, we only use two types 

of kernel locality, such as linear and quadratic. As a result of the simulation and analysis using 

LMKL-SVM. The best optimization in EXCL stock price is QP with C=100 and E=0.5. Then the 

best optimization in INDF stock prices MOSEK with C=50 and E=0.5. Also, the best optimization 

in UNVR stock price is SMO with C = 100, and E= 0.5.  



 

TABLE 1. Simulation using LMKL-SVM 

STOCK N  C  E Optimization MAPE (%) RMSE 

EXCL 621 

100 0.5 SMO 1.87 112.6482 

100* 0.5* QP* 1.87* 112.6312* 

75 0.5 SMO 1.88 113.1074 

50 0.5 MOSEK 1.89 114.8227 

10 0.5 SMO 1.91 113.7411 

25 0.5 SMO 1.87 112.7068 

INDF 625 

100 0.5 SMO 1.28 120.7054 

100 0.5 QP 1.28 120.7054 

75 0.5 SMO 1.28 120.7344 

50* 0.5* MOSEK* 1.28* 120.6186* 

10 0.5 SMO 1.45 142.8360 

25 0.5 SMO 1.28 120.7866 

UNVR 625 

100* 0.5* SMO* 1.25* 638.0822* 

100 0.5 QP 1.25 648.0822 

75 0.5 SMO 1.25 648.9264 

50 0.5 MOSEK 1.27 651.7972 

10 0.5 SMO 1.87 355504.2368 

25 0.5 SMO 1.37 693.7725 

 

4. Conclusions. Based on the analysis concludes that LMKL-SVM had a very good 

performance in modeling with MAPE less than 2%. In this paper, we managed to make 

matlab GUI to simplify calculations and simulations using three different optimizations and 

also different kernel. Localized multiple kernel also known as lazy learning (LL) is a non-

parametric. In a nutshell, localized multiple kernel SVR methods are more powerful than 

parametric methods if the assumptions for the parametric model cannot be met. The 

advantage of this method can be used to get a quick prediction with little error and easily 

implemented in the era of big data. Future studies will consider the feature selection and run 

the ensemble model with metaheuristic optimization. 

Acknowledgment. This research fully supported by Institute for Research and Community 

Services (LPPM) Diponegoro University, under contract 329-44/UN7.P4.3/PP/2019. 

 

REFERENCES 

[1] E. Segel and J. Heer, “Narrative visualization: Telling stories with data,” IEEE Trans. Vis. Comput. 

Graph., 2010. 

[2] S. Sra, S. Nowozin, and S. J. Wright, Optimization for Machine Learning. MIT Press, 2019. 

[3] T. C. Fu, “A review on time series data mining,” Engineering Applications of Artificial Intelligence, vol. 

24, no. 1. pp. 164–181, 2011. 

[4] R. E. Caraka, R. C. Chen, T. Toharudin, B. Pardamean, S. A. Bakar, and H. Yasin, “Ramadhan Short-

Term Electric Load : A Hybrid Model of Cycle Spinning Wavelet and Group Method Data Handling 

( CSW-GMDH ),” IAENG Int. J. Comput. Sci., vol. 46, no. 4, pp. 670–676, 2019. 

[5] S. Rüping, “SVM Kernels for Time Series Analysis,” Univ. Dortmund, p. 8, 2001. 

[6] X. Wang, “The plasticity and elasticity of stock price variations – part 1: Theory and techniques,” Int. 

J. Innov. Comput. Inf. Control, vol. 14, no. 1, pp. 261–277, 2018. 

[7] X. Wang, “The plasticity and elasticity of stock price variations - Part 2: Model analysis and application,” 



 

 

 

 

Int. J. Innov. Comput. Inf. Control, vol. 14, no. 2, pp. 629–645, 2018. 

[8] S. Ding, H. Zhao, Y. Zhang, X. Xu, and R. Nie, “Extreme learning machine: algorithm, theory and 

applications,” Artif. Intell. Rev., 2015. 

[9] Tarno, H. Yasin, and B. Warsito, “Constructing volatility model of portfolio return by using GARCH,” 

Glob. J. Pure Appl. Math., vol. 12, no. 2, pp. 1201–1210, 2016. 

[10] B. Warsito, R. Santoso, Suparti, and H. Yasin, “Cascade Forward Neural Network for Time Series 

Prediction,” in Journal of Physics: Conference Series, 2018, vol. 1025, no. 1. 

[11] R. E. Caraka, R. C. Chen, H. Yasin, B. Pardamean, T. Toharudin, and S. H. Wu, “Prediction of Status 

Particulate Matter 2.5 using State Markov Chain Stochastic Process and HYBRID VAR-NN-PSO,” 

IEEE Access, vol. 7, pp. 161654–161665, 2019. 

[12] C. Chang and C. Lin, “LIBSVM : A Library for Support Vector Machines,” ACM Trans. Intell. Syst. 

Technol., vol. 2, pp. 1–39, 2013. 

[13] H. Yasin, R. E. Caraka, Tarno, and A. Hoyyi, “Prediction of crude oil prices using support vector 

regression (SVR) with grid search - Cross validation algorithm,” Glob. J. Pure Appl. Math., vol. 12, no. 

4, 2016. 

[14] Y. Han, K. Yang, Y. Yang, and Y. Ma, “Localized Multiple Kernel Learning With Dynamical Clustering 

and Matrix Regularization,” IEEE Trans. Neural Networks Learn. Syst., vol. 29, no. 2, pp. 486–499, 

2018. 

[15] A. Rakotomamonjy, F. R. Bach, S. Canu, and Y. Grandvalet, “Simple MKL,” J. Mach. Learn. Res., vol. 

9, pp. 2491–2521, 2008. 

[16] R. E. Caraka and S. A. Bakar, “Evaluation Performance of Hybrid Localized Multi Kernel SVR 

(LMKSVR) In Electrical Load Data Using 4 Different Optimizations,” J. Eng. Appl. Sci., vol. 13, no. 

17, 2018. 

[17] J. C. Platt, “Sequential Minimal Optimization: A Fast Algorithm for Training Support Vector Machines,” 

1998. 

[18] J. Nocedal and S. J. Wright, “Quadratic Programming,” Numer. Optim., no. Chapter 18, pp. 448–496, 

2006. 

[19] E. D. Andersen, “Markowitz portfolio optimization using MOSEK,” 2009. 

[20] D. D. Prastyo, F. S. Nabila, Suhartono, M. H. Lee, N. Suhermi, and S. F. Fam, “VAR and GSTAR-based 

feature selection in support vector regression for multivariate spatio-temporal forecasting,” in 

Communications in Computer and Information Science, 2019, pp. 46–57. 

[21] Suhartono, B. Maghfiroh, and S. P. Rahayu, “Hybrid VARX-SVR and GSTARX-SVR for forecasting 

spatio-temporal data,” Int. J. Innov. Technol. Explor. Eng., vol. 8, no. 4, pp. 212–218, 2019. 

[22] R. E. Caraka, S. A. Bakar, and M. Tahmid, “Rainfall Forecasting Multi Kernel Support Vector 

Regression Seasonal Autoregressive Integrated Moving Average,” AIP Conf. Proc., vol. 020014, no. 

June, 2019. 

[23] A. Karatzoglou, A. Smola, K. Hornik, and A. Zeileis, “kernlab – An S4 Package for Kernel Methods in 

R,” J. Stat. Softw., vol. 11, no. 9, pp. 1–20, 2004. 

[24] C. Cortes and V. Vapnik, “Support-Vector Networks,” Mach. Learn., vol. 20, no. 3, pp. 273–297, 1995. 

[25] M. Gönen and E. Alpaydın, “Multiple Kernel Learning Algorithms,” J. Mach. Learn. Res., vol. 12, pp. 

2211–2268, 2011. 

[26] R. E. Caraka, S. A. Bakar, B. Pardamean, and A. Budiarto, “Hybrid Support Vector Regression In 

Electric Power Load During National Holiday Season,” in Innovative and Creative Information 

Technology (ICITech), 2017, pp. 1–6. 

[27] R. E. Caraka, S. A. Bakar, M. Tahmid, H. Yasin, and I. D. Kurniawan, “Neurocomputing Fundamental 

Climate Analysis,” Telkomnika, vol. 17, no. 4, pp. 1818–1827, 2019. 

[28] F. Dinuzzo, M. Neve, G. De Nicolao, and U. P. Gianazza, “On the representer theorem and equivalent 

degrees of freedom of SVR,” J. Mach. Learn. Res., vol. 8, pp. 2467–2495, 2007. 

 



Hasbi Yasin <hasbiyasin17@gmail.com>

FAILED UPLOAD FINAL PAPER 163

Fang Wang <fangwang@icicconference.org> Mon, Aug 12, 2019 at 1:26 PM
Reply-To: Fang Wang <fangwang@icicconference.org>
To: Rezzy Eko Caraka <rezzyekocaraka@gmail.com>
Cc: icicic2019 <icicic2019@icicconference.org>, Hasbi Yasin <hasbiyasin17@gmail.com>

Dear Dr. Rezzy Eko Caraka,

The final submission of your paper (ICICIC2019-163) has been received. Thank you.

Kind regards, and we are looking forward to meeting you in Seoul, soon.

Ms. Fang Wang

On behalf of Dr. Yan SHI
Program & Steering Committee Chair, ICICIC2019
Professor, Center for Liberal Arts, Tokai University
9-1-1, Toroku, Kumamoto 862-8652, Japan
Tel. & Fax: +81-96-386-2666
E-mail: icicic2019@icicconference.org

------------------------------------------------------------------
From:Rezzy Eko Caraka <rezzyekocaraka@gmail.com>
Send Time:2019年8月12日(星期一) 14:08
To:icicic2019 <icicic2019@icicconference.org>; Yan Shi <yshi@ktmail.tokai-u.jp>; Hasbi Yasin
<hasbiyasin17@gmail.com>; Fang Wang <fangwang@icicconference.org>
Subject:FAILED UPLOAD FINAL PAPER 163
[Quoted text hidden]

mailto:icicic2019@icicconference.org
mailto:rezzyekocaraka@gmail.com
mailto:icicic2019@icicconference.org
mailto:yshi@ktmail.tokai-u.jp
mailto:hasbiyasin17@gmail.com
mailto:fangwang@icicconference.org


Hasbi Yasin <hasbiyasin@live.undip.ac.id>

Confirmation about article ICICIC 2019
3 messages

Hasbi Yasin <hasbiyasin@live.undip.ac.id> Tue, Nov 5, 2019 at 7:12 AM
To: icicic2019@icicconference.org

Dear Dr.Yan Shi,

I have submitted my manuscript titled Stock Price Modeling using Localized Multiple Kernel Learning Support
Vector Machine [manuscript id: ICICIC2019-163] to ICICIC2019.  I would be grateful if you could let me know
whether there has been any further progress on my submission.

Thank you

Fang Wang <fangwang@icicconference.org> Tue, Nov 5, 2019 at 7:18 AM
Reply-To: Fang Wang <fangwang@icicconference.org>
To: hasbiyasin <hasbiyasin@live.undip.ac.id>
Cc: icicic2019 <icicic2019@icicconference.org>

Dear Mr. Hasbi Yasin,

Thank you again for your contribution to ICICIC2019.

Your paper will be recommanded to published in ICIC-ELB if it is satisfy.

Kind regards, 

Ms. Fang Wang

On behalf of Dr. Yan SHI
Program & Steering Committee Chair, ICICIC2019
Editor-in-Chief, ICIC-ELB (http://www.icicelb.org/)
Professor, Center for Liberal Arts, Tokai University
9-1-1, Toroku, Kumamoto 862-8652, Japan
Tel. & Fax: +81-96-386-2666
E-mail: icicic2019@icicconference.org
[Quoted text hidden]

Hasbi Yasin <hasbiyasin@live.undip.ac.id> Tue, Nov 5, 2019 at 10:00 AM
To: Fang Wang <fangwang@icicconference.org>

How about the review results of this article? 
[Quoted text hidden]

http://www.icicelb.org/
mailto:icicic2019@icicconference.org


Hasbi Yasin <hasbiyasin@live.undip.ac.id>

Unsatisfactory Final Submission (ICICIC2019-163)
1 message

icicic2019 <icicic2019@icicconference.org> Wed, Nov 6, 2019 at 4:18 PM
Reply-To: icicic2019 <icicic2019@icicconference.org>
To: rezzyekocaraka <rezzyekocaraka@gmail.com>
Cc: hasbiyasin <hasbiyasin@live.undip.ac.id>

Dear Dr. Rezzy Eko Caraka,

We have got the documents for the final submission. However, some problems still exist.

Further improvements on the final version of your manuscript are needed, especially the
following points. 

1)   Introduction is found not properly done, in which too much background information
on machine learning has been talked about, no logic exists when literature is reviewed
and research aims, contributions and innovations are not stated clearly.
2)   The explanation of Figure 1 on Page 1 is not easy to understand. In Figure 1,
“interpretatio” should be “interpretation”. Please make this figure complete.
3)   This manuscript is not organized well. The proposed localized multiple kernel
learning support vector machine is partially introduced in Section 3, “Application”.
4)   “LMKL-SVM” is claimed as the proposed method for stock price prediction.
However, in the end of Page 5, “Result of simulation LMKSVR can be seen in Table 1”
is stated. What is the relationship between LMKSVR and LMKL-SVM? In Figure 3,
LMKSVR is also used. Do “QP” and “QUADPROG” refer to the same?
5)   In the end of Page 5, “so the formula of MAPE and RMSE can be expressed as...”
is stated, but in its following part, only MAPE formula is shown. How to calculate
RMSE?
6)   Some variables like “j” in Equation (5) and “C” in Equation (7) are not defined at the
first use in the manuscript. In the 3rd and 4th lines of Section 2, “l” is defined twice,
which is not necessary. Equations in Section 3 are shown in a mess.
7)   In the beginning of Section 3, the full form of LMKL-SVM is not right.
8)   Considering monochrome print, it is hard to differentiate two curves shown in
different colors in Figure 3. Please choose another display alternative.
9)   There exist lots of composition and grammar errors in the manuscript which limit its
readability. For example, the 2nd last sentence on Page 1 is structurally wrong. The
2nd sentence on Page 3 is also a typical ill-formed statement. Please refer to a
professional to thoroughly check the English presentation of the whole manuscript.
10)  It is expected to include potential future research direction in Conclusion.

11)   In Reference [2], no enough source information is provided. Related work, like “The
Plasticity and Elasticity of Stock Price Variations - Part 2: Model Analysis and Application”
by Xuefeng Wang, in International Journal of Innovative Computing, Information and
Control, vol.14, no.2, pp.629-645, 2018, is suggested to be referred to.

Please resend the complete Copyright Form and Final Version together with revision note
on ICICIC2019 submission system within one month from the date of this letter.

Thank you for your cooperation.



Best Regards,

Dr. Yan SHI
Program and Steering Committee Chair, ICICIC2019
Professor, Center for Liberal Arts, Tokai University
9-1-1, Toroku, Kumamoto 862-8652, Japan
Tel.: 81-96-386-2666, Fax: 81-96-386-2666
E-mail: icicic2019@icicconference.org

mailto:icicic2019@icicconference.org


Hasbi Yasin <hasbiyasin17@gmail.com>

INFORMATION PAPER ID 163

Rezzy Eko Caraka <rezzyekocaraka@gmail.com> Thu, Dec 5, 2019 at 8:54 AM
To: Yan Shi <yshi@ktmail.tokai-u.jp>, icicic2019 <icicic2019@icicconference.org>, Hasbi Yasin
<hasbiyasin17@gmail.com>, hoyyistat@live.undip.ac.id, Fang Wang <fangwang@icicconference.org>

Dear Editorial Team ICICIC 2019,
We already upload the new material PAPER ID 163 on ICICIC 2019 submission system.
Therefore, we are looking for update information when we can get the final results of our paper?
Please don't hesitate to contact me if you need any additional documents.

Thank you very much

Warmly,  
Rezzy Eko Caraka  
www.rezzyekocaraka.com  
__

PhD Student in College of Informatics Chaoyang University of Technology (CYUT), Taiwan (ROC)  
Fellow Researcher, Lab GLM-H, Department of Statistics, Seoul National University, South Korea 

__
Phone: +886-4-2332-3000 #4463, Fax: +886-4-2374-2337

 "I always Love to analyze, interpret and take a conclusion from the data. From that, I can make the
decision and show the fact" - Rezzy Eko Caraka 

http://www.rezzyekocaraka.com/


Further improvements on the final version of your manuscript are needed, especially 

the following points.  

1) Introduction is found not properly done, in which too much background 
information on machine learning has been talked about, no logic exists when 

literature is reviewed and research aims, contributions and innovations are not 
stated clearly. 

 
Answer: 

 
We already put the research aims: 
 
In this case, we can compute a string kernel from the sequence data and a Gaussian kernel upon 

the vectorial data, and learn the relative significance of the two kernels via the setting of 
multiple kernel learning 

 
The remainder of the paper is organized as follows. Section 2 provides a review of the material 

and methods. Section 3 presents our application. Finally, conclusions and future research 
directions are indicated in Section 4. 

 
2) The explanation of Figure 1 on Page 1 is not easy to understand. In Figure 1, 

“interpretatio” should be “interpretation”. Please make this figure complete. 
 
Answer: 
 

We already modify Fig 1 
 

 
3) This manuscript is not organized well. The proposed localized multiple kernel 

learning support vector machine is partially introduced in Section 3, 
“Application”. 

 
Answer: 

 
We already revised the section 3 to discussion 
 
 

 
4)   “LMKL-SVM” is claimed as the proposed method for stock price prediction. 
However, in the end of Page 5, “Result of simulation LMKSVR can be seen in 
Table 1” is stated. What is the relationship between LMKSVR and LMKL-SVM? In 

Figure 3, LMKSVR is also used. Do “QP” and “QUADPROG” refer to the same? 
5)   In the end of Page 5, “so the formula of MAPE and RMSE can be expressed 
as...” is stated, but in its following part, only MAPE formula is shown. How to 
calculate RMSE? 

6)   Some variables like “j” in Equation (5) and “C” in Equation (7) are not defined 
at the first use in the manuscript. In the 3rd and 4th lines of Section 2, “l” is defined 
twice, which is not necessary. Equations in Section 3 are shown in a mess. 
7)   In the beginning of Section 3, the full form of LMKL-SVM is not right. 



8)   Considering monochrome print, it is hard to differentiate two curves shown in 
different colors in Figure 3. Please choose another display alternative. 
 

 
9)   There exist lots of composition and grammar errors in the manuscript which 
limit its readability. For example, the 2nd last sentence on Page 1 is structurally 
wrong. The 2nd sentence on Page 3 is also a typical ill-formed statement. Please 

refer to a professional to thoroughly check the English presentation of the whole 
manuscript. 
 

Answer: 

 
We already modify the sentences: 
 
Also, to be one of the initial dreams of robust, efficient and applicable methods and reached 

minimum error, machine learning has become crucial to solve increasingly complex problems 
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Abstract. Effectively and efficiently learning an optimal kernel is of great importance
to the success of kernel method. Along with this line of research, many pioneering kernel
learning algorithms have been proposed, developed and combined in many ways. This pa-
per aims to explain the application of Localized Multiple Kernel Learning Support Vector
Machine (LMKL-SVM) to predict the daily stock price of PT.XL Axiata Tbk (EXCL),
PT.Indofood SuksesMakmur Tbk (INDF) and PT.Unilever Indonesia Tbk (UNVR) from
January 2014 to May 2016. It can be concluded that LMKL-SVM has good performance
to predict daily stock price with Mean Absolute Percentage Error (MAPE) produced all
less than 2%.
Keywords: Stock price, Multi kernel, Localized SVM, Time series

1. Introduction. The area of data mining and machine learning deals with the design
of methods that can learn rules from data [1], adapt to changes, and improve perfor-
mance with experience [2]. Also, to be one of the initial dreams of robust, efficient and
applicable methods and reached minimum error, machine learning has become crucial to
solve increasingly complex problems and become more integrated into many applications,
precisely time series [3,4]. Machine learning theory also has close connections to issues
in Economics [5-7]. Machine learning methods can be used in the design of auctions and
other pricing mechanisms with guarantees on their performance [8]. Risk is the result of
probabilistic world where there are no certainties and complexities abound. People use
statistics to mitigate risk in decision making. Reliable knowledge about future can help
investor make the right decision [9] with lower levels of risk [10]. Figure 1 represented
as a statistician we must have abilities to capture data and make visualization to catch
and present the insight with accurately reflecting the numbers and inappropriate visuals
can create misinterpretation and misunderstanding. Using relevant methods with error
minimum it could be the detection of pattern in the data to gain knowledge and make
argument, interpretation and justification [11]. Support vector machines have become
a subject of intensive study [12]. Many authors combine and enhance this method in
time series [13], regression [14], classification and cluster. In this case, we can compute
a string kernel from the sequence data and a Gaussian kernel upon the vectorial data,
and learn the relative significance of the two kernels via the setting of multiple kernel
learning. By multiple kernel learning [15], the relative importance of the kernels can be
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2 H. YASIN, R. E. CARAKA, A. HOYYI AND SUGITO

Figure 1. An illustration of stock price analysis using LMKL-SVM

evaluated together with the solution of the Support Vector Regression (SVR) [16]. Re-
cently, multiple kernel learning has been automated for Support Vector Machine (SVM)
classification using Semi Definite Programming (SDP) in optimization theory. However,
the problem of multiple kernel learning on SV regression has not yet been examined. In
this work, we formulate the SV regression problem as SMO [17], Quadratic Programming
(QP) [18], and MOSEK optimization problems [19], so that kernel selection can be per-
formed automatically for SV regression. In this paper we use support vector machines in
the field of time series prediction. Brief introduction to Support Vector Regression (SVR)
and adaptive machine learning algorithms can be viewed as a model for how individuals
can or should adjust to change environment [20]. Moreover, the development of espe-
cially fast-adapting algorithms sheds light on how approximate equilibrium states might
quickly be reached in a system, even when each individual has a large number of different
possible choices. In the other direction, economic issues arise in machine learning when
not only is the computer algorithm adapting to its environment, but it also is affecting its
environment and the behavior of other individuals in it [21]. Connections between these
two areas have become increasingly strong in recent years as both communities aim to
develop tools for modeling. The remainder of the paper is organized as follows. Section
2 provides a review of the material and methods. Section 3 presents dicussion. Finally,
conclusions and future research directions are indicated in Section 4.

2. Methods. Support Vector Regression (SVR) is part of Support Vector Machine
(SVM) for regression case. SVR is also a method that can overcome the overfitting, so it
will produce a good performance. Suppose there are l training data, (xi, yi) i = 1, . . . , l
of the input data x = {x1, . . . ,xl} ⊆ RN and y = {y1, . . . , yl} ⊆ R. SVR is obtained by
the method of regression function as follows:

f(x) = wTφ(x) + b (1)

with w = vector of weight coefficient, φ(x) = feature space, b = bias.
In order to obtain good generalization for the regression function, it can be done by

minimizing the norm of w. Hence there is need for the completion of the following
optimization problem:

min

{
1

2
||w||2

}
(2)

with the provision of:

yi −wTφ(xi)− b ≤ ε (3)

wTφ(xi)− yi + b ≤ ε, i = 1, 2, . . . , l

The loss function shows the relationship between an error and the subject penalties.
Differences loss SVR function will produce different formulations [22]. There are two types
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of loss function used in this study, the ε-insensitive and quadratic loss function. Here is
a mathematical formulation for the ε-insensitive loss function:

L(y, f(x)) =

{
0, for |f(x)− y| < ε
|f(x)− y| − ε, otherwise

(4)

The solution provided is:

max

{
−1

2

l∑
i=1

l∑
j=1

(αi − α∗
i )
(
αj − α∗

j

)
< xi,xj > +

l∑
i=1

αi(yi − ε)− α∗
i (yi + ε)

}
(5)

or can be simplified into:

max

{
−1

2

l∑
i=1

l∑
j=1

βiβj < xi,xj > −
l∑

i=1

βiyi

}
(6)

with the provision of:
−C ≤ βi ≤ C, i = 1, . . . , l (7)

l∑
i=1

βi = 0

where βi = αi − α∗
i , βj = αj − α∗

j , j = 1, 2, . . . , l, and C is a parameter which gives a
tradeoff between model complexity and training error.

While the quadratic loss function is:

L(y, f(x)) = (f(x)− y)2 (8)

Produce a solution:

max

{
−1

2

l∑
i=1

l∑
j=1

(αi − α∗
i )
(
αj − α∗

j

)
< xi,xj > +

l∑
i=1

(αi − α∗
i ) yi

− 1

2C

l∑
i=1

(
α2
i + α∗2

i

)}
(9)

or can be simplified into:

max

{
−1

2

l∑
i=1

l∑
j=1

βiβj < xi,xj > +
l∑

i=1

βiyi −
1

2C

l∑
i=1

β2
i

}
(10)

with the provision of:
l∑

i=1

βi = 0 (11)

One method that can be used to optimize the hyperplane, which is to solve the quadratic
programming with constraints set is Sequential Minimal Optimization (SMO). Sequential
Minimal Optimization (SMO) algorithm is to solve the problem Quadratic Programming
(QP) that arises during training on support vector machine. SMO is a simple algorithm
that can solve the problem QP quickly on SVM. SMO algorithm is to solve the problems
in the SVM-QP without using optimization measures QP numerically [23]. Instead, SMO
chooses to resolve the smallest possible optimization problem involving two elements αi

the need to meet the limiting linear equations. Many decision problems facing individuals
and companies can be cast as an optimization problem, i.e., making an optimal decision
given some constraints specifying the possible decisions. As an example consider the prob-
lem of determining an optimal production plan. This can be formulated as maximizing
a profit function given a set of constraints specifying the possible production plans. The
advantages of MOSEK: (i) solve linear optimization problems using either an interior-
point or a simplex optimizer, (ii) solve conic quadratic and semi definite optimization
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problems, (iii) solve convex quadratic optimization problems, (iv) handle convex quadrat-
ic constraints, (v) solve mixed-integer optimization problems, including linear, convex
quadratic and conic quadratic problems, and (vi) solve linear least squares problems with
linear constraints.

3. Discussion. In this research, we use the SVR with some of kernel functions simul-
taneously as called Multiple Kernel Learning Support Vector Regresion (MKL-SVR).
MKL-SVR is one model that can capture the nonlinear pattern of financial time series
data including data on stock returns. Research on MKL-SVR has developed rapidly. The
model is based on modeling SVR by Cortes and Vapnik [24] using some kernel functions
simultaneously. MKL-SVR modeling is the development of models SVR which involves
some kernel functions, both with the same type or different. Specifically, Gönen and
Alpaydın [25] developed a method Localized Multiple Kernel Learning Support Vector
Regression (LMKL-SVR) as a part of Localized Multiple Kernel Learning Support Vector
Machine (LMKL-SVM) for regression case. Two reasons for using a kernel [26]:
1) Turn a linear learner into a non-linear learner (e.g., RBF, polynomial, and sigmoid)
2) Make non-vectorial data accessible to learner (e.g., string kernels for sequences)
Localized Kernel Regression (LKR) is a multidimensional extension of kernel regression

that uses a matrix of bandwidth parameters optimally selected for each input dimension
instead of a single bandwidth parameter [27]. The problem of automatically selecting a set
of optimal bandwidth parameters is an area of active research and one for which there is no
clear solution. The main advantage of LMKL over canonical multiple kernel machines is
the inherent regularization effect of the gating model [28]. Canonical methods learn sparse
models as a result of regularization on the weight vector but the underlying complexity
of the kernel function is the main factor for determining the model complexity. MKL
can combine only different kernel functions and more complex kernels are favored over
the simpler ones in order to get better performance. However, LMKL can also combine
multiple copies of the same kernel

fR(x) =

p∑
m=1

ηm(x|V )⟨ωm, ϕm(x)⟩+ b (12)

And the optimization of the equation

min
1

2

p∑
m=1

||ωm||22 + C

N∑
t=1

(
ξ+i + ξ−i

)
(13)

w.r.t. ωmξ
+
i , ξ−i , V

s.t. ϵ+ ξ+i ≥ yi − fR(xi) ∀i
ϵ+ ξ−i ≥ fR(xi) ∀i
ξ+i ≥ 0 ∀i; ξ−i ≥ 0 ∀i

where C is a regularization parameter with ξ+i , ξ
−
i is the vector of slack variable and ϵ

is the tube width. Optimization of the slack variable is not convex and nonlinear. By
adding V we will get a convex optimization, and we can get a dual formulation:

max J(V ) =
N∑
t=1

yi
(
α+
i − α−

i

)
− ϵ

N∑
i=1

(
α+
i − α−

i

)
− 1

2

N∑
t=1

N∑
j=1

(
α+
i − α−

i

) (
α+
j − α−

j

)
kη(xi, xj) (14)

w.r.t. α+
j , α−

j
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s.t.
N∑
t=1

(
α+
i − α−

i

)
= 0

C ≥ α+
i ≥ 0 ∀i; and C ≥ α−

i ≥ 0 ∀i
Locally combined kernel function can be defined as

kη(xi, xj) =

p∑
m=1

ηm(xi|V )km(xi, xj)ηm(xj|V ) (15)

in order to get the function as follows

fR(x) =
N∑
t=1

(
α+
i − α−

i

)
kη(xi, xj) + b

In this paper we used the optimization algorithm using MOSEK, SMO, QP. On data
stock prices of PT.EXCL, PT.INDF and PT.UNVR. The data used are the daily stock
price from January 2014 to May 2016. We use locally linear kernel and quadratic kernel.
Then, we used parameter C = 10, 25, 50, 75, 100 also tube width (e) 0.5. We can see
the plot of prediction vs actual in Figure 3 illustrates a good to fit (indicated by blue
and red lines). The size of the error used in this study is the value of Mean Absolute

(a) (b)

(c)

Figure 2. Plot prediction vs actual EXCL (a), INDF (b), UNVR (c)
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Table 1. Simulation using LMKL-SVM

STOCK N C E Optimization MAPE (%) RMSE

EXCL 621

100 0.5 SMO 1.87 112.6482
100* 0.5* QP* 1.87* 112.6312*
75 0.5 SMO 1.88 113.1074
50 0.5 MOSEK 1.89 114.8227
10 0.5 SMO 1.91 113.7411
25 0.5 SMO 1.87 112.7068

INDF 625

100 0.5 SMO 1.28 120.7054
100 0.5 QP 1.28 120.7054
75 0.5 SMO 1.28 120.7344
50* 0.5* MOSEK* 1.28* 120.6186*
10 0.5 SMO 1.45 142.8360
25 0.5 SMO 1.28 120.7866

UNVR 625

100* 0.5* SMO* 1.25* 638.0822*
100 0.5 QP 1.25 648.0822
75 0.5 SMO 1.25 648.9264
50 0.5 MOSEK 1.27 651.7972
10 0.5 SMO 1.87 355504.2368
25 0.5 SMO 1.37 693.7725

Percentage Error (MAPE) and Root of Mean Squared Error (RMSE), so the formula of

MAPE and RMSE can be expressed as: MAPE =

(∑n
i=1

|yi−ŷl|
yi

)
× 100 and RMSE =√∑n

i=1

(yi−ŷl)
2

n
. Result of simulation LMKL-SVM can be seen in Table 1.

According to Table 1, we can see that the regularization parameters, tube width, and
the type of optimization affect the learning process of LMKL-SVM. In this study, we only
use two types of kernel locality, that is linear and quadratic. As a result of the simulation
and analysis using LMKL-SVM. The best optimization in EXCL stock price is QP with
C = 100 and E = 0.5. Then the best optimization in INDF stock prices MOSEK with
C = 50 and E = 0.5. Also, the best optimization in UNVR stock price is SMO with
C = 100, and E = 0.5.

4. Conclusions. Based on the analysis it concludes that LMKL-SVM had a very good
performance in modeling with MAPE less than 2%. In this paper, we managed to make
matlab GUI to simplify calculations and simulations using three different optimizations
and also different kernel. Localized multiple kernel also known as Lazy Learning (LL) is a
non-parametric. In a nutshell, localized multiple kernel SVR methods are more powerful
than parametric methods if the assumptions for the parametric model cannot be met. The
advantage of this method can be used to get a quick prediction with little error and easily
implemented in the era of big data. Future studies will consider the feature selection and
run the ensemble model with metaheuristic optimization.
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