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Abstract— Insider threats have been a known threat since a 

long time ago in the information technology field and many 

researchers tried to create novel methods to solve this threat. 

The purpose of this paper is to find research opportunities for 

insider threat detection. This was done by finding and reviewing 

papers related to insider threat detection. The papers reviewed 

were only the ones that utilized machine learning algorithms 

because they were the most common method used by 

researchers to detect malicious insiders. A systematic literature 

review by Kitchenham, which consisted of planning, selection, 

extraction, and execution, was employed as the methodology. 

The detection method was classified into three categories: 

combination, selection, and singular focus. Each category 

discussed and recommended a research direction to create a 

potentially better solution for insider threat problems. 
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I. INTRODUCTION 

Insider threat has been one of the known cyber threats 
since a long time ago. The threat assumes access control or 
credential is on the hand of the malicious side. Armed with the 
authority, an insider can make critical damage to an 
organization’s system. Attackers have long been known as 
one of the cyberspace threats. The threat assumes that 
attackers have had access or credential within the system and 
thus can perform all functions owned by an authorized 
account. The authorization owned by insider attackers can 
cause great damage to the organization.  In addition, the 
advance of technology and users’ skills in using the 
technology have made it difficult and also crucial to detect 
cyber attacks. According to a survey of 515 respondents 
conducted by CSO online in the USA in 2018, 25% of 
cyberspace attacks are insider threats  [1]. Furthermore, the 
survey also reported that there is an increase in the average 
time needed to detect an intrusion or an attack on an 
organization’s network, from 80.5 days in 2016, 92.2 days in 
2017, to 108.9 days in 2018. This means that there is a 35% 
increase in time needed to detect intrusion in 2018. In 2022, 
Ponemon Institute reported that there is an increase of 44% in 
the number of insider threat incidents within the last 2 years   
[2]. The cost spent by organizations as a result of credential 
theft has also increased from $2.79 million in 2020 to $4.6 
million in 2022, an increase of 65%. Based on those facts, 
research on solutions to insider threats is a significant security 
topic nowadays. 

There have been many studies and literature reviews 
addressing the issue of insider threats for the last few years.   
Liu and the team conducted a comprehensive study on insider 
threats by distributing a survey in 2018   [3]. In the survey, 
they classified insider threats into 3 categories, namely, 

masquerader, traitor, and unintentional preparator. In 2021, 
Xiaoxiao Ma and partners conducted a survey related to a 
study on graph anomaly detection using Deep Learning [4]. In 
the same year, Shuhan Yuan and Xintao Wu wrote a literature 
review on insider threats and focused only on a detection 
method that is based on Deep Learning Technique [5]. In 
2022, Montano and his partners did a research survey on 
insider threats [15]. This survey focused on solutions to one of 
the impacts of insider threats which is data leakage. 

In this literature review, we focused on recent research that 
utilized machine learning to create an insider threat detection 
model. In section 2, we defined insider threat, a term that we 
used as the main keyword in searching papers that would be 
reviewed by us. In section 3, we showed paper results after 
employing the Kitchenham method and classified them into 
three main categories. Section 4 is the last part of our literature 
study. This section discussed our recommendation for future 
research addressing the solution to insider threat issues. 

II. DEFINING INSIDER THREAT 

A. Insider Threat 

In general, an insider threat is defined as a threat from 
inside, or in other words, it can be assumed that all people who 
legitimately have access or privilege in an organization may 
become an insider threat to the organization [10]. In the survey 
conducted by Liu et.al, insider threats are divided into several 
types, namely, masquerader, traitor, and unintentional 
preparator [3]. Masqueraders can steal access and threaten a 
system from inside by employing many different illegal ways, 
such as social engineering, scam, phishing, sniffing, installing 
backdoors or malware leading to intrusion into the account or 
legitimate user credential, or compromised users. A 
compromised credential or an intrusion is called a 
compromised user credential, or CUC, which is used by Shah 
to define insider threats in his study  [12]. In another study, a 
compromised user is also called a compromised account, 
which means the same as CUC [6]. An intrusion can occur not 
only to an account with a closed system in an organization but 
also to an online social network or OSN [13][14]. With 
different aims of use, the activity data of compromised users 
are usually different from the activities log of normal users or 
authorized users of the system.   Data that has unusual or 
different patterns from normal use is called anomaly [8]. Apart 
from ‘anomaly’, there are several terms that have the same 
meaning as ‘anomaly’, such as ‘unusual’, ‘irregular’, ‘rare’, 
‘strange’, ‘novelty’, and ‘outlier’  [19]. 



 

Fig. 1. Finding keywords to search literature 

III. KITCHENHAM RESEARCH METHOD 

To search and filter out the research papers we employed 
a method from Kitchenham [63]. The first step of the 
Kitchenham method is planning. We defined three research 
questions which were: 

• RQ1: How to detect insider threats in an organization’s 
information system? 

• RQ2: How to utilize machine learning in the detection? 

• RQ3: How to evaluate the detection method? 

The second step is selection. We searched papers using 
‘insider threat’ and its related terms such as ‘compromised 
user or account’, ‘anomaly’, and ‘outlier’ as the keywords 
using search tools such as Scopus and Google Scholar. We 
searched papers that were published after 2018, had citations, 
and were published in trustworthy journals. The process of 
how we found those related keywords was represented in 
Figure 1. At first, as many as 901 papers were found, and then 
we filtered and picked 63 of them. After that, we did a quick 
read to find relevant papers to RQs, and 53 papers were left.  

 

Fig. 2. Implementing Kitchenham Method 

 

The third step is extraction which is separated into 
inclusion and exclusion. We included only papers that 
proposed a detection model to detect insider threats. After 
inclusion, the remaining papers were 38. Furthermore, we 
excluded papers with no machine learning algorithm in 
suggesting the detection method and there were 27 papers left.  

The last step is extraction. We categorized the 27 papers 
into three categories based on how the researcher utilized 
machine learning algorithms. The categories were 
combination, focus, and selection. The combination category 
had the most papers which were 11, the focus category had 10 
papers and the remaining 6 were in the selection category. The 
whole implementation of the Kitchenham method was 
represented in Figure 2. 

A. Combination 

The Combination category consists of papers that utilize 
multiple machine learning algorithms, combining them to 
produce better detection performance. In addition, the 
algorithms could be used separately in different circumstances 
but later combined in the evaluation. The combination 
category also could be called hybrid learning. According to 
our review in Table I, Auto Encoder, LSTM, and Neural 
Networks were the most used machine learning algorithms to 
be combined with other techniques. 

TABLE I.  COMBINATION CATEGORY PAPERS 

Ref Algorithm Dataset Evaluation 

[30] 
 

Gated Recurrent Unit, skipgram 
 

Enron Email, 
Twitter 

Acc. 
 

[50] 
 

Auto Encoder, Isolation Forest, 
LODA, Local Outlier Factor 

CERT r4.2,  
CERT r6.2 

AUC 
 

[51] 
 

LR, RF, ANN, NB, AE, PCA, RP 
 

CERT r4.2,  
CERT r5.2 

Acc., Prec., AUC, 
Recall 

[13] NLP-Word Embedding, KNN NSL-KDD Prec., Recall 

[46] 
 

Linear Manifold learning, GAN 
 

CERT r4.2,  

CERT r5.2 
Prec., Recall, FScore, 

Kappa, MCC 

[49] 
 

Locally Aware Patch Feature, Nearest 
Neighbor Search, Gaussian 

MVTec 
 

AUC 
 

[41] 
 

One-Class Adversarial Nets, LSTM, 
GAN 

UMDWiki. 
 

Acc., AUC, Recall, 
FScore 

[55] 
 

C-GAN, MLP, 1DCNN, RF, XGBoost 
 

CERT r4.2 
 

Prec., Recall, FScore, 
Kappa, MCC 

[62] LSTM-Autoencoder CERT r4.2 Acc., Prec. , FScore 

[39] 
 

Temporal Point Processes, Recurrent 
Neural Networks 

CERT r6.2, 
UMDWiki. 

AUC 
 

[33] Cascaded Autoencoders, Bidirectional 
LSTM 

CERT r6.2 
 

AUC, Recall 
 

 

B. Focus 

The focus category contains papers that have one main 
machine learning algorithm to detect insider threats. The 
algorithm could be based on an existing technique that has 
further improvement by the researcher or combined with a 
non-machine learning algorithm. It also could be a novel 



learning technique inspired by other algorithms. The focus 
papers were shown in Table II.  

 

 

TABLE II.  FOCUS CATEGORY PAPERS 

Ref Algorithm Dataset Evaluation  
[58] 
 

Deep Belief Neural Network, Restricted 
Boltzmann Machine 

Cooja 
Simulator 

Acc., FScore 
 

[53] 
 

NB, Max. Likelihood Estimate, Max. A-
Posteriori, Expectation-Max. 

CERT r4.1 
 

AUC 
 

[18] 
 

Self-Supervised Deep Representations, 
One-Class Classifier 

MVTec 
 

AUC 
 

[45] 
 

Memory-Augmented Autoencoder 
(MAA), Temporal-Spatial Fusion CERT r6.2 

AUC 
 

[60] 
 

Deep Metric Neural Network, Monte 
Carlo Sampling 

TPC-E 
 

Acc., Prec., Recall, 
FScore 

[36] 
 

Bidirectional Encoder Representations 

from Transformers 
BGL, HDFS, 

TBird, UCI 

Prec., Recall, 
FScore 
 

[24] Gradient boosting machines (GBM) Balabit AUC, EER 

[37] 
 

Dirichlet Marked Hawkes Process  
 

CERT r?, 

UMDWiki. 
AUC 
 

[38] 
 

Self-Supervised Pre Training, Metric 
based Few-Shot Learning, 

CERT r?, 
UMDWiki. 

Prec. Recall, 
FScore 
 

[59] BiLSTM, Sliding Window Algorithm Testbed Acc., FNR 

 

C. Selection 

Similar to the combination category, the selection category 
includes papers that have multiple machine learning 
algorithms for detecting insiders. The main difference is that 
rather than being combined, the machine learning algorithms 
are compared to each other and the one that has the best 
performance is selected. Based on our review in Table III, 
most papers used conventional machine learning techniques 
and the novelty of the papers was shown in how the 
researchers selected the best technique. 

TABLE III.  SELECTION CATEGORY PAPERS 

Ref Algorithm Dataset Evaluation 

[34] SVM, RF CERT r? Acc. 

[21] 
 

NB, LR, RF, SVM, KNN, DT, 

LSTM, GRU 
 

CERT r4.2 
 Acc., Prec., AUC, Recall, 

FScore, TNR., FNR 

[29] LR, RF, ANN CERT r5.2 Prec., Recall 

[17] 
 

Gauss, Parzen, PCA, KMC 

(K=3,5,10), Parzen+PCA 
CERT r6.2 
 

Recall 
 

[52] 
 

LSTM, NN, RF, XGBoost, SVM 
 

Contiki 
Simulator 

Acc., Prec., Recall, 
FScore 

[6] 
 

NLP, XGBoost, Multi-Criteria 
Decision Making, ANP 

Twitter 
 

Acc., FScore 
 

 

IV. SUMMARY AND RECOMMENDATION 

This study grouped studies on machine learning-based 
insider threat detection into combination, focus, and selection. 
According to the literature that we have reviewed, the 
recommendation of the study, research opportunity, and 
research challenges are divided into 2 points. 

A. Detection: Combination and Selection Learning 

A study on the improvement of insider threat detection 
performance has been proven to have a good result by using 
some machine learning algorithms simultaneously 
[17][29][51] or by choosing based on the weight of the 
performance with the help of expert system so that machine 
learning can adjust the best performance according to the 
dataset used [21]. The stages of the process commonly start 
with data processing, feature selection, data learning, 
detection, and evaluation  [6][62]. Combining methods from 
the beginning of the process to the final process can be further 
tested considering that the methods which have not been tried 
are still many. In addition, machine learning methods that 
were in the focus category can be used as one of the combined 
or selected algorithms. The combination of learning methods 
could generate a novel method that may have a better 
performance, particularly in some types of datasets. Research 
challenges to improve the performance lies in the previous 
high performance which, in some cases, has recall, accuracy, 
AUC, and precision up to 99% or 
more  [21][51][53][49][29][38]. 

B. Fairer Evaluation Model 

In evaluating the performance of insider threat detection, 
recall, accuracy, AUC, FScore, and precision were often used. 
However, those evaluation results still cannot be considered 
the same as the real case performance. This occurs because in 
the dataset tested there are very few malicious activities of 
insiders. For example, in the use of accuracy evaluation in 
CERT 6.2, there are a total of 135,117,169 activities data, but 
there are only 470 malicious activities [5]. If a trial on 
detection of the whole dataset is performed and arbitrarily all 
tests are considered as non-insiders or “normal”, the accuracy 
performance achieved will be more than 99.9%. In addition, 
the characteristics of static or fixed datasets are the opposite 
of the condition in real life where the datasets constantly 
change over time with data logs added dynamically and 
indefinitely. This can result in performance discrepancy 
between research and implementation as Erola et.al. 
conducted [9]. In the study by Erola et.al., the detection 
method cannot be implemented properly in three 
organizations that have different conditions.  The use of real 
data in an organization can help to represent the circumstance 
of a performance trial better, However, the main concern is 
private or confidential data, thus it is difficult to prove or 
compare the research result with other methods or even to be 
developed further by the other researchers. An example of this 
case is a study by Saleh which claimed to be 100% accurate in 
detecting CUC [12]. The researchers did not openly disclose 
the dataset they used due to confidentiality. As a result, it is 
difficult for other researchers to verify the claims or even 
further improve the method. Based on those problems, it can 
be said that it is necessary to develop a fairer evaluation model 
which takes into account not only TP, TF, NP, and NF, but 
also other variables such as data availability and time.  



For further research, reviewing insider threat literature that 
was filtered out is recommended. More classification could be 
achieved outside detection, such as review and evaluation. 
With a broadened view, more research opportunities on 
insider threat topics could be found. 
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